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RESUME
SUR LE PROBLEME INVERSE DE DETECTION D’OBSTACLES
PAR DES METHODES D’OPTIMISATION

Cette thése porte sur I'étude du probléme inverse de détection d’obstacle/objet
par des méthodes d’optimisation. Ce probléme consiste a localiser un objet in-
connu w situé a l'intérieur d’'un domaine borné connu €2 a I'aide de mesures de bord
et plus précisément de données de Cauchy sur une partie ' de 9€2. Nous étudions
les cas scalaires et vectoriels pour ce probléme en considérant les équations de
Laplace et de Stokes. Dans tous les cas, nous nous appuyons sur une résultat
d’identifiabilité qui assure qu’il existe un unique obstacle/objet qui correspond a la
mesure de bord considérée.

La stratégie utilisée dans ce travail est de réduire le probléme inverse a la min-
imisation d’une fonctionnelle coiit: la fonctionnelle de Kohn-Vogelius.
Cette approche est fréquemment utilisée et permet notamment d’utiliser des méth-
odes d’optimisation pour des implémentations numériques. Cependant, afin de bien
définir la fonctionnelle, cette méthode nécessite de connaitre une mesure sur tout le
bord extérieur Of).

Ce dernier point nous conduit a étudier le probléme de complétion de don-
nées qui consiste a retrouver les conditions de bord sur une région inaccessible,
i.e. sur 092\ T'ops, & partir des données de Cauchy sur la région accessible T'gps.
Ce probléme inverse est également étudié en minimisant une fonctionnelle de type
Kohn-Vogelius. La caractére mal posé de ce probléme nous améne a régulariser la
fonctionnelle via une régularisation de Tikhonov. Nous obtenons plusieurs pro-
priétés théoriques comme des propriétés de convergence, en particulier lorsque les
données sont bruitées.

En tenant compte de ces résultats théoriques, nous reconstruisons numérique-
ment les données de bord en mettant en oeuvre un algorithme de gradient afin
de minimiser la fonctionnelle régularisée. Nous étudions ensuite le probléme de dé-
tection d’obstacle lorsque seule une mesure de bord partielle est disponible. Nous
considérons alors les conditions de bord inaccessibles et I’'objet inconnu comme les
variables de la fonctionnelle et ainsi, en utilisant des méthodes d’optimisation de
forme géométrique, en particulier le gradient de forme de la fonctionnelle
de Kohn-Vogelius, nous obtenons la reconstruction numérique de ’inclusion
inconnue.

Enfin, nous considérons, dans le cas vectoriel bi-dimensionnel, un nouveau degré
de liberté en étudiant le cas ou le nombre d’objets est inconnu. Ainsi, nous util-
isons 'optimisation de forme topologique afin de minimiser la fonctionnelle de
Kohn-Vogelius. Nous obtenons le développement asymptotique topologique de
la solution des équations de Stokes 2D et caractérisons le gradient topologique de
cette fonctionnelle. Nous déterminons alors numériquement le nombre d’obstacles
ainsi que leur position. De plus, nous proposons un algorithme qui combine les
méthodes d’optimisation de forme topologique et géométrique afin de déterminer



numériquement le nombre d’obstacles, leur position ainsi que leur forme.

Mots clés: Probléme inverse géométrique, optimisation de forme, probléme de
complétion de données, analyse de la sensibilité topologique, gradient topologique,
gradient de forme, fonctionnelle de Kohn-Vogelius, équation de Laplace, équations
de Stokes.



ABSTRACT
THE INVERSE PROBLEM OF OBSTACLE DETECTION VIA
OPTIMIZATION METHODS

This PhD thesis is dedicated to the study of the inverse problem of obstacle/ob-
ject detection using optimization methods. This problem consists in localizing
an unknown object w inside a known bounded domain 2 by means of boundary
measurements and more precisely by a given Cauchy pair on a part Iy, of 9€2. We
cover the scalar and vector scenarios for this problem considering both the Laplace
and the Stokes equations. For both cases, we rely on identifiability result which
ensures that there is a unique obstacle/object which corresponds to the considered
boundary measurements.

The strategy used in this work is to reduce the inverse problem into the mini-
mization of a cost-type functional: the Kohn-Vogelius functional. This kind
of approach is widely used and permits to use optimization tools for numerical im-
plementations. However, in order to well-define the functional, this approach needs
to assume the knowledge of a measurement on the whole exterior boundary 0f).

This last point leads us to first study the data completion problem which
consists in recovering the boundary conditions on an inaccessible region, i.e. on
OO\ T ops, from the Cauchy data on the accessible region I'y,s. This inverse problem
is also studied through the minimization of a Kohn-Vogelius type functional. The
ill-posedness of this problem enforces us to regularize the functional via a Tikhonov
regularization. We obtain several theoretical properties as convergence properties,
in particular when data is corrupted by noise.

Based on these theoretical results, we reconstruct numerically the bound-
ary data by implementing a gradient algorithm in order to minimize the regularized
functional. Then we study the obstacle detection problem when only partial bound-
ary measurements are available. We consider the inaccessible boundary conditions
and the unknown object as the variables of the functional and then, using geo-
metrical shape optimization tools, in particular the shape gradient of the
Kohn-Vogelius functional, we perform the numerical reconstruction of the
unknown inclusion.

Finally, we consider, into the two dimensional vector case, a new degree of free-
dom by studying the case when the number of objects is unknown. Hence, we
use the topological shape optimization in order to minimize the Kohn-Vogelius
functional. We obtain the topological asymptotic expansion of the solution of
the 2D Stokes equations and characterize the topological gradient for this func-
tional. Then we determine numerically the number and location of the obstacles.
Additionally, we propose a blending algorithm which combines the topological and
geometrical shape optimization methods in order to determine numerically the num-
ber, location and shape of the objects.



Keywords: Geometrical inverse problem, shape optimization, data completion
problem, topological sensitivity analysis, topological gradient, shape gradient, Kohn-
Vogelius functional, Laplace equation, Stokes equations.



RESUMEN
EL PROBLEMA INVERSO DE DETECCION DE OBSTACULOS
POR METODOS DE OPTIMIZACION

Esta tesis estd dedicada al estudio del problema inverso de deteccién de ob-
staculos/objetos utilizando métodos de optimizacion. Este problema consiste
en localizar un objeto desconocido w dentro de un dominio acotado conocido f2
por medio de mediciones en el borde, mas precisamente dadas por un dato de tipo
Cauchy en una parte I' s de 0€2. Estudiamos los casos escalares y vectoriales para
este problema, considerando las ecuaciones de Laplace y de Stokes. En ambos
casos nos apoyamos en resultados de identificabilidad, los cuales aseguran la exis-
tencia de un tnico obstaculo/objeto asociado a la medicion de borde considerada.

La estrategia utilizada en este trabajo se basa en reducir el problema inverso a la
minimizacién de un funcional de costo: el funcional de Kohn-Vogelius. Esta
estrategia es utilizada frecuentemente y permite el uso de métodos de optimizacion
para las implementaciones numéricas. Sin embargo, en virtud de poder definir el

funcional, este método requiere conocer una medida sobre toda la frontera exterior
o).

Este tltimo punto nos lleva a estudiar el problema de completaciéon de datos
que consiste en recuperar las condiciones de borde sobre una region inaccesible, i.e.
sobre 02 \ Iy, a partir del conocimiento de los datos de Cauchy sobre la region
accesible I' 5. Este problema inverso es igualmente estudiado via la minimizaciéon
de un funcional de tipo Kohn-Vogelius. Dado que este problema estd mal puesto,
debemos regularizar el funcional por medio de una regularizacién de Tikhonov.
Obtenemos numerosas propiedades teoricas, como propiedades de convergencia, en
particular cuando los datos poseen ruido.

Teniendo en cuenta los resultados tedricos, reconstruimos numéricamente
los datos de borde por medio de la implementacion de un algoritmo de tipo
gradiente para minimizar el funcional regularizado. Luego estudiamos el problema
de deteccidon de obstaculos cuando solo se poseen mediciones parciales. Consideramos
las condiciones en el borde inaccesible y el objeto desconocido como variables del
funcional y entonces, usando herramientas de optimizacién geométrica, en
particular el gradiente de forma del funcional de Kohn-Vogelius, realizamos
la reconstruccién numérica del objeto desconocido.

Finalmente, consideramos, en el caso vectorial bidimensional, un nuevo grado de
libertad, al estudiar el caso en que el nimero de objetos es desconocido. Asi, uti-
lizamos la optimizacién de forma topolégica con el fin de minimizar el funcional
de Kohn-Vogelius. Obtenemos el desarrollo asintético topoldgico de la solucion
de las ecuaciones de Stokes 2D y caracterizamos el gradiente topolégico de este
funcional. Determinamos entonces numéricamente el niimero de obstaculos como
su posicion. Ademés, proponemos un algoritmo que combina los métodos de opti-
mizaciéon de forma topologica y geométrica, con el fin de determinar numéricamente
el nimero de obstéaculos, su posicion y su forma.



Palabras Clave: Problema inverso geométrico, optimizacion de forma, problema
de completacion de datos, analisis de sensibilidad topolégico, gradiente topoldgico,
gradiente de forma, functional de Kohn-Vogelius, ecuacion de Laplace, ecuacion de
Stokes.
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General Introduction

Inverse problems are an extensive, active and multidisciplinary research field
which touches several main areas of research: mathematics, physics, biology, medicine,
geophysics, etc. The term “Inverse Problem” appeared in the 1960’s in geophysics,
however many problems which can be classified into this area were studied long time
before. After their ‘classification’ in the 1960’s, they become an active research field
in mid 1970’s after the classical work of A.N. Tikhonov and V. Arsenin [83] and
their definitive impulse became in 1980’s and 1990’s where the study of this kind
of problems became a major object of interest of several other areas, for example:
Medical Imaging, Biology, etc. This kind of problems have also several industrial
applications, such as image processing, seismology, medical imaging, chemistry, fluid
mechanics, etc. Inverse problems can be described, roughly speaking, as the problem
of determine the causes of some phenomena from the knowledge of the effects of this
phenomena.

Shape optimization is an active field of applied mathematics which consists
basically in finding the shape which is optimal in the sense that it minimizes a cer-
tain cost-type functional while satisfying some given constraints. One of the first
problems of this kind has been formulated by Newton in his famous Principia Math-
ematica in 1686, the problem consisted of determining, in dimension three, the shape
of an axis-symmetric body, with assigned radius and height, which offers minimum
resistance when it is moving in a fluid. After that and more recently in the beginning
of the 1900’s, Hadamard developed a method in order to formulate the differential
of functions or functionals of the solution of some PDEs, with respect to boundary
variations. This approach has been widely used and became a standard as the field
was growing. The industrial applications and the interest on the subject made it
very popular in the last 40 years, particularly from aeronautical industry and civil
engineering. As the interest on the subject have been increased, the improvements
and propositions of new methods became necessary, the boundary variation method
resorts in the assumption of a fixed topology, so no topological changes are allowed.
To overcome this difficulty, two other main methods were developed: the first one,
the level set method was introduced in 1980’s by Osher and Sethian (see |[74]) as a
numerical tool to study topological changes. Roughly speaking their method con-
sists in studying the evolution of a function which represents the interface between
two medias while this function is perturbed in the normal direction relative to the
interface. The second method, the topological gradient method was introduced in
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1990’s by Schumacher (see [76]). In this method the basic idea is to study how a
cost functional varies when a small obstacle is introduced in the domain of study.

In this thesis work we deal with the inverse problem of obstacle detection,
this is: Given a reference domain 2, where a function v is governed by some PDE
(Laplace, Stokes), the aim is to determine the localization and shape of one or several
obstacles, which will be denoted by w*, inside the reference domain from boundary
measurements of the function wu, this is, from the knowledge of u or some operator
applied to u into the boundary 0f2 or a relatively open part of it. Typically we want
to recover w* from given Cauchy data on (a part of) the boundary 9. In particular,
we focus our study in methods of resolution which ‘translate’ the inverse problem into
an optimization problem, more precisely a shape optimization problem, based
on the minimization of a (shape) cost-type functional, where well-posed boundary
value problems are considered. This strategy allows to implement and perform
numerical simulations based on gradient algorithms, which at the same time acts as
a feedback to us in order to explore techniques of resolution compatibles with this
type of algorithms.

The obstacle inverse problem arises, for example, in mold filling during which
small gas bubbles can be created and trapped inside the material (as it is mentioned
in [17]). We can also mention the fact that the most common devices used to spot
immersed bodies, such as submarines or banks of fish, are sonars, using acoustic
waves: Active sonars emit acoustic waves (making themselves detectable), while
passive sonars only listen (and can only detect targets that are noisy enough). To
overcome those limitations, one want to design systems imitating the lateral line
systems of fish, a sense organ they use to detect movement and vibration in the
surrounding water (as emphasized in [41]).

One of our scenarios will be the case where, in a system governed by the Laplace
equation, the boundary data is obtained only in an ‘accessible’ part of the boundary,
however, as our strategy is based in considering well-posed boundary value problems
related with an equivalent optimization problem, we have to ‘complete’ the avail-
able data in such a way that the solution is close to the ‘real one’, in order to apply
an optimization method to determine the approximate location and shape of the
unknown obstacle(s) w*. The problem of reconstructing data into the unaccessible
part of the boundary from the data in the accessible part is known as the inverse
problem of data completion (or Cauchy problem). This data completion prob-
lem will be studied through the minimization of a Kohn-Vogelius functional. We
will study this problem in detail, theoretically and numerically in the case where
no obstacle has to be found and then the results of this analysis will be used in a
proposed method in which we perform the numerical obstacle detection with
partial boundary data, where the obstacle shape is reconstructed by using a ge-
ometrical shape optimization tool: the shape gradient. This latter object
measures the variation of the cost-type functional when a normal perturbation on
the obstacle shape is applied.

The other scenario in consideration will be the case when, having Dirichlet data



General Introduction

over the full boundary 0f2 and having Neumann data only on a part of the boundary,
we intend to detect the number, location and shape of an unknown number of
small obstacles inside the reference domain 2 when the system is governed by the
stationary Stokes equations in the bi-dimensional case. The problem is still stated
as the minimization of a Kohn-Vogelius type shape functional but, unlike the
partial data case, as we consider the number of obstacles as an unknown, we are
enforced to consider a different point of view, as the classical shape gradient method
consider only a fixed topology. For this, with a topological asymptotic analysis,
we compute the topological gradient for the cost functional, which measures the
variation of the functional under topological perturbations of the reference domain,
this is, when a small obstacle is introduced. From the numerical point of view we
propose an algorithm which combines the topological and geometrical shape
optimization in order to obtain our final aim: detect the number, location and
shape of an unknown number of obstacles.

So, we can conclude that the main objective of this work is to develop methods in
order to localize unknown obstacles inside a reference domain by means of (possibly
partial) boundary measurements in several scenarios.

Let us introduce each considered problem in more detail.

The data completion problem and the inverse obstacle problem with par-
tial boundary data.

As we said before, the data completion problem is stated as: given a partial dif-
ferential operator in a domain {2 and overspecified data on an ‘accessible’ part of
the boundary, we want to recover the value of the boundary data on the remaining
part of the boundary. This problem is known in the literature as the data comple-
tion problem. We assume in this case that the differential operator involved is the
Laplacian and the given overspecified data in the accessible part of the boundary
are Dirichlet and Neumann boundary conditions.

This problem arises in several areas of study in the scientific, engineering or in-
dustrial contexts, as a concrete examples we have: medical and geophysical imaging,
thermal or electrical inspection/prospection.

The data completion problem is known to be ill-posed, in the sense that the
solution dependence (and therefore the ‘missing data’ dependence) on the given
data is not continuous, the famous example of Hadamard [55] is an example of this
behavior. This ill-posedness leads to difficulties for numerical resolution schemes,
small errors on the retrieved data will lead to big errors on the obtained solutions.
In order to deal with these difficulties a regularization technique is mandatory.

The data completion problem has been studied both in theoretical and numer-
ical approaches by several authors. In the theoretical setting we recall the works
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of Cimetiére et al. [40] who consider a fixed point scheme for an appropriate op-
erator, in the works of Ben Belgacem et al. [19, 13, 20] a complete development
of both theoretical and numerical approaches is studied based on the study of the
Steklov-Poincaré operator covering even the noisy data case, where a Lavrentiev reg-
ularization is considered. We also mention Bourgeois et al. works |24, 26| in which
the approach is based on the quasi-reversibility (QR) method, a generalization to a
wider family of systems is presented by Dardé [45]. On the numerical side we men-
tion the work of Kozlov et al. |63] which propose the ‘classical’ KMF algorithm used
widely for numerical simulations, several works consider modifications of the KMF
algorithm in order to improve their speed of convergence, as an example we mention
the work of Abouchabaka et al. [1]. In another approach, the work of Andrieux
et al. [12] considers the minimization of an energy-like functional and presents an
algorithm which is proved to be equivalent to the KMF algorithm formulation. The
work of Aboulaich et al. [2| consider a control type method for the numerical reso-
lution of the Cauchy problem for Stokes system and finally we mention the work of
Han et al. [56] in which a regularization of an energy functional is considered for an
annular domain.

In our case, we consider an energy-like functional approach, similar as in the
work of Andrieux et al. |[12]. We split the overdetermined system into two different
systems: each one considers one of the boundary conditions on the ‘accessible part’
of the boundary, and we impose the ‘other’ boundary condition on the ‘unaccessible
part’ of the boundary. More precisely, we consider a Kohn-Vogelius energy-like
functional which measures the error between the solutions of our considered systems
for each imposed conditions on the ‘unaccessible part’ of the boundary. We see
that, when there exists a solution, this will be characterized as the minimum of
our proposed functional, so our problem now is reduced to minimize the Kohn-
Vogelius functional. In order to handle with the ill-posedness previously mentioned
we consider a Tikhonov regularization of our problem.

We have obtained several results for our primary energy functional, as the exis-
tence of minimizers is not assured for any data we have defined a generalized concept
of solution whose existence is assured, moreover if this defined object satisfies some
conditions, the solution for the whole problem is assured. For the regularized func-
tional we have also several results, the existence of minimizers is assured for any data
thanks to the gained coercivity and in case of having compatible data we have a con-
vergence result. When we consider noisy date we have proven that we can consider
a strategy, using a slightly-modified Morozov discrepancy principle (following the
work of Ben Belgacem et al. in [20]), for the choice of the regularization parameter
in order to have convergence to the unpolluted solution. From the numerical point
of view, using a gradient method via the differentiation of the regularized functional
with respect to its variables, we are able to perform simulations which show us that
the proposed method is effective in order to reconstruct the data into the inaccessible
part of the boundary.

As an application of the obtained results, we proposed a method in order to
solve the obstacle problem with partial boundary data for the Laplace operator.
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We extend the previously proposed Kohn-Vogelius functional in order to add the
obstacle as an additional variable of the functional, by means of an identifiability
result we have an equivalent formulation between the detection of the obstacle (and
the completion of the data) and the minimization of the extended functional. The
use of a regularized extended functional is suggested in order to deal with the ill-
posedness of the data completion part and the convergence results apply analogously
to this extended functional. We implement an algorithm which uses the previous
gradient algorithm for the unknown boundary data, and a shape gradient algorithm,
based on the computation of the derivative of the regularized functional with respect
to a normal variation of the boundary of the obstacle (this is, using the boundary
variation method) in order to reconstruct the unknown obstacle only from partial
boundary measurements.

The main novelty of the proposed methods resides lies in the formalization and
rigorous analysis of a natural and ‘easy-to-implement’ strategy in order to solve
the data completion problem. The division in two well-posed problems allows to
implement an algorithm with any finite element library (such as FreeFEM++ [60]
for example) and the consideration of a Kohn-Vogelius approach allows to implement
optimization tools such as gradient methods. Moreover, we extend this method to
solve another inverse problem of interest for which we show positive results.

The inverse obstacle problem using topological shape optimization in a
2D Stokes flow.

As we said before, in this part we work with the inverse problem of determining
the number, the position and the shape of relatively small objects inside a two
dimensional fluid. We assume that the fluid motion is governed by the steady-state
Stokes equations. In order to reconstruct the obstacles, we assume that a Cauchy
pair is given on a part of the surface of the fluid, that is a Dirichlet boundary
condition and the measurement of the Cauchy forces. Hence, the identifiability
result of Alvarez et al. |6, Theorem 1.2] implies that this problem could be seen
as the minimization of a cost functional, which in our case will be a Kohn-Vogelius
type cost functional.

The small size assumption on the objects leads us to perform asymptotic ex-
pansions on the involved functional. For this, we will use the notion of topological
gradient which will determine a criterion in order to minimize the cost functional.
The topological sensitivity analysis consists in studying the variation of a cost func-
tional with respect to the modification of the topology of the domain, for example
when we insert ‘holes’ (or objects) in the domain. It was introduced by Schumacher
in [76] and Sokolowski et al. in [80] for the compliance minimization in linear elas-
ticity.

Topological sensitive analysis related to Stokes equations have been studied in the
past by several authors, especially relevant are the works of Guillaume et al. [54],
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Maatoug [57], Amstutz [9] with steady-state Navier-Stokes equations and [10] with
generalization for some non-linear systems and Sid Idris [77] which develops a de-
tailed work in the two-dimensional case. In all of these works the focus is set to
find topological asymptotic expansions for a general class of functionals where the
system satisfies only Dirichlet boundary conditions.

Closer works to our problem have been presented in the past by Ben Abda et
al. [17] and by Caubet et al. [36]. In the first reference they consider a Neumann
boundary condition on the small objects obtaining general results in two and three
dimensional cases, with a complete development of the theory only on the three
dimensional case. In the work of Caubet et al., they deal with the same problem
as the one we consider here but only again on the three-dimensional case. In our
two-dimensional case, due to the impossibility to have an asymptotic expansion of
the solution of Stokes equations by means of an exterior problem (phenomena which
is related to the Stokes paradox), we have to approximate it by means of a different
problem. The deduction of this approximation is strongly influenced by the recent
work of Bonnaillie-Noél et al. [21]. Indeed the same problem appears for the Laplace
equation: it is based on the fact that the existence of a solution of the boundary
value problem

-AV = 0 in R*\w
Vo o= up(2) on Ow (1)
V = 0 at infinity

is not guaranteed except when ug(z) = 0. The classical analysis of elliptic equation
in unbounded domain is made in the functional setting of weighted Sobolev spaces.
It is known that (1) has a unique solution in a space containing the constants,
hence this solution is the constant u(z) which prohibits the condition at infinity
if up(2) # 0. Taking into account this, we can define the asymptotic expansion for
the Stokes system which is a crucial part in order to obtain the desired expansion
for the functional involved. It is important to remark that (for a given real num-
ber wuy(z)) several technical results which lead to the main result are different to
the ones in the three-dimensional setting which involves additional difficulties to our
problem.

From the obtained theoretical results, we present some numerical simulations in
order to confirm and deepen our theoretical results by testing the influence of some
parameters in our algorithm of reconstruction such as the shape and the size of the
obstacles. We also propose an algorithm which joins the topological optimization
procedure with the classical shape optimization method using the previous compu-
tation of the shape gradient for the Kohn-Vogelius functional made by Caubet et al.
in [37]. This blending method allows not only to obtain the number and qualitative
location of the objects, moreover it allows to approximate the shape of this ones.
Nevertheless, we precise that the geometrical shape optimization step will fail if the
previous topological step doesn’t give the total number of objects.

To conclude, we also mention the recent developments on topological sensitivity
based iterative schemes made by Carpio et al. in [31, 32, 33]. We also refer to some
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works using the level set method by Lesselier et al. in [64, 46, 47]. Combinations
of several shape optimization methods was also recently tested by several authors.
Allaire et al. propose in [4] to couple the classical geometrical shape optimization
through the level set method and the topological gradient in order to minimize
the compliance. The same combination is made for another problem by He et al.
in [59]. In 30|, Burger et al. use also this combination for inverse problems. There,
the topological gradient is incorporated as a source term in the transport Hamilton-
Jacobi equation used in the level set method. Concerning the minimization of the
compliance, Pantz et al. propose in [73] an algorithm using boundary variations,
topological derivatives and homogenization methods (without a level set approach).

The main novelty in this second part, from the theoretical point of view is the com-
prehensive study of the topological asymptotic expansion of the solution of Stokes
equations for the considered boundary conditions, the important technical and con-
ceptual differences with the classical three (and superior) dimensional case gives to
the explored one a specific weight and importance. From the numerical point of
view, the implementation of an algorithm which combines the two considered shape
optimization approaches is new for the obstacle problem, and the results appear to
justify the potential of this technique.

We finish this introduction by presenting an overview of each chapter, presenting
its main results:

PART I: The data completion problem and the inverse obstacle problem
with partial boundary data

Chapter 1: Theoretical analysis of the data completion problem for Laplace
operator.

In this chapter we consider the problem of reconstruct boundary data in an inac-
cessible part of the boundary from overdetermined boundary data in an accessible
part of the boundary, this problem is known in the literature as the data completion
problem or the Cauchy problem.

Consider a reference domain €2 governed by Laplace equation, whose boundary 0f2
is composed by two relatively open, non empty parts: an accessible one I',,; where
Dirichlet and Neumann measurements are given in a pair (gn, gp) € H™Y/2(Tpps) X
H1/2(Fobs) and an unaccessible one I'; where no measurements can be made, these
parts satisfy T',ps UT; = 0Q. The data completion problem consists in recovering
data on the whole boundary, specifically on I'; from the over-determined data on
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[ops. Formally speaking: Find v € HY(Q, A) such that

—Au =0 in 2
u = (gp on Fobs (2)
Ohl = gn on I'ys.

As (gn,gp) could be any data (obtained for example from experiments), such a
u may not exist. Due to this, we will recall the concept of compatible data.

Definition 0.1 A pair (gn, gp) € HY2(Tops) x HY2(T s ) will be called compatible
if there exists (a necessarily unique) u € H'(Q, A) harmonic such that u|r

9D, 3nu|1“obs = gnN-

obs

The following relevant result states that the compatible data is dense in the set
of all possible data, which implies in particular the ill-posedness of the considered
inverse problem:

Lemma 0.2 (see [51]) For (gn,gp) € H™Y2(Typs) x HY2(Tops) given data, we have:

1. For a fived gp € HY?(T ), the set of data g for which there exists a function
u € HY(Q, A), satisfying the Cauchy problem (1.1) is dense in H™Y/2(T ).

2. For a fized gy € H7Y2(T ), the set of data gp for which there exists a function
u € HY(Q, A), satisfying the Cauchy problem (1.1) is dense in HY2(Tys).

On the other hand this result is essential in the sense that it assures several
properties of the functional that we will consider in the formulation of our problem
as an optimization problem.

In order to introduce our strategy, we recall that a classical example from Hadamard
(see Chapter 1) shows that this problem is ill-posed in the sense that the solution
does not have a continuous dependence on the given data (gn,gp). Therefore, any
small perturbation of the (experimental) data may lead to considerable errors in the
obtained solutions. Our aim is then to develop a method which allows us to prevent
‘wrong solutions’.

Let us define the Kohn-Vogelius functional which will depend on the missing data
on I, following the idea proposed by Andrieux et al in [12].

To solve the problem (2), we will solve the following equivalent optimization
problem:

(", 0") € argmin K(p, %) (3)
(o, )EH1/2(T;) x HY/2(Iy)

where K is the nonnegative Kohn-Vogelius cost functional defined by

1
Klg.w) =5 [ Va2 = Vg (¥
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where uf> € H'(Q) and ¥ € H'(Q) are the respective solutions of the following
problems

—Aufr = 0 in —Aug¥ = 0 in €
ugD = ¢p on Fobs and anuf[}N = UgnN on FObS (5)
OnufP = ¢ on [, uw = on I1.

Notice that if the inverse problem (2) has a solution, then we have that IC(p, ) =0
if and only if (p,?) = (% ¥*), and in this case we obtain: uJ? = u and Y =
u+C, C' € R where u is the solution of the Cauchy problem in 2. This justifies the

proposed approach.

This strategy is similar to the one presented by Ben Belgacem et al. in [19].
However, their exposition is based in the solution of a variational problem, which
induces the minimization of a similar Kohn-Vogelius system in which they consider
only Dirichlet data in I'; as the unknown. This allows to work in the framework of
Steklov-Poincaré operator. Our strategy of considering both Dirichlet and Neumann
data in I'; as unknowns allows us to work in a ‘natural way’ with the optimization
strategy throughout.

Our study begins proving some properties of the Kohn-Vogelius functional /C, in
particular that:
inf IC(gp ) =0,

(p,3)

for any data (gn, gp), compatible or not, is a key point to the analysis. The numerical
minimization of the Kohn-Vogelius functional may approach the value 0, even in the
case when there is no solution to the data completion problem.

As K is not coercive, and from the previous property, we cannot assume that the
functional reaches its minimum. From the exploration of the first order optimality
condition we define, following Ben Belgacem idea in [19], a generalized notion of first
order optimality condition:

Definition 0.3 We say that a sequence (¢n,,) C HV2(Ty) x HY2(T;) is a pseudo-
solution of (3) if

" (Bt~ 1/2<F)XH1/2(F) H(SD ¢)HH 1/2(0y) xHY2(T)

where a and { are a bilinear and linear forms associated with the first order optimality
condition for a minimizer of the Kohn-Vogelius:

() @D) = [ V=0 Vo= vp)

Up, ) = /QVu -V, + Vud¥ - V),

0 0 -
and where v, 1= g, vy = uy, satisfies
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—Av, = 0 in Q —Avy, = 0 in Q
v, = 0 on Iys and Onty = 0 on Iy, (7)
Onvy = ¢  on Ij vy = Y on I.

Moreover, using the density Lemma 0.2, we can obtain an existence result of
this new object, which defines a criterion for the existence of solution of the data
completion problem:

Proposition 0.4 For any (g, gp) € H™Y?(Tgps) x HY2(T s ), there exists a pseudo-
solution (g%, ) C H™Y2(Iy) x HY2(Ty) of (3). Moreover, any pseudo-solution
satisfies the following alternative:

L@y Ui)lla-1r2(ry iz, @8 bounded and then weakly converges, up to a sub-
sequence, in H7V2(T}) x HY2(TY) to (¢*, %) € H-Y2(Iy) x HY2(I;) which
minimizes IC. Therefore u,~ solves the Cauchy problem (2) and we have also
the weak convergence ug: — ug+ in H'(Q);

2. 1(ons V) ll=1r2(rp) xirrzgry) diverges.

In order to overcome the possible numerical problems due to the non-coercivity
of the Kohn-Vogelius functional, and therefore the non-assured convergence to a
minimizer, and to deal with the ill-posedness of the problem stated in [18, 55|,
we propose to consider a regularization of the Kohn-Vogelius functional. The most
natural regularization to overcome the non-existence of minimizers is the well known
Tikhonov regularization, which, by adding a small penalization term, adds coercivity
to the minimization problem.

Then, we introduce the regularized Kohn-Vogelius functional K, : H=Y2(T;) x
H'2(I;) — R given by, for & > 0:

Kelp ) = K0, ) + = (Ioplihngey + lewlliomy) = K0 9) + S 100 00 e
(5)

where v, 1= u), v, = uj, satisfies (7).

We study this functional which is more ‘well-behaved’ than its non-regularized
version, in particular we have the existence of minimizers for every € > 0. Moreover,
our main result for this functional is the following convergence theorem in the case
that the data (gn, gp) is compatible:

Theorem 0.5 Let us suppose that (gp, gn) is compatible data related to ue, and let
us denote by u,: the function associated with ¢ minimizer of K.. Then

lli% Hu«p; - uexHHl(Q) = 0. (9)

We also have a result which relates the sequence formed by minimizers of the reg-
ularized Kohn-Vogelius functional for each € with the previously defined concept of

10
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pseudo-solution, and moreover, defines an existence criterion to the data completion
problem based into the behavior of the sequence of minimizers:

Theorem 0.6 For each ¢ > 0, let (oF,¢F) € H7Y2(Iy) x HY(T}) the minimizer
of K.. The sequence (p%, k). (¢ — 0) defines a minimizing sequence of IC and there-
fore a defines a pseudo-solution of (3). If (pf, k). is bounded, then this sequence

€

converges in H™Y/2(Iy) x HY2(T}) to (¢*,4*) minimizer of K.

All the presented results consider that, in the case of existence of solution, the
data (gn, gp) are perfect. This situation is far from the reality, as any real measure-
ment will lead to some degree of error (white noise, instrumental limitations, etc.),
due to this, we also have studied the case when the available data contains some
level of noise § > 0, data which will be denoted (g%, ¢%) (which may be compatible
or not) and will satisfy:

lgp — gbllrz,,.) + lay — g lu-1r2r,,,) < 0. (10)

In this case, we should establish a relationship between the regularization pa-
rameter ¢ and the noise level § in order to have convergence, this is known in the
regularization of inverse problems literature (see for example [48]) as a ‘parameter
choice rule’; and in this case, we have the following result:

Proposition 0.7 Given (gn,gp) compatible data associated with exact solution
(p*,0*). Let us consider ¢ = €(0) such that

J
lime(d) =0 and lim — =0. (11)
50 50 /g

Then, we have:
lim || (02 5, ¥24) = (9" ¥ l-1/2(mernsory = 0,

where (goj 5 ¢;,5) are the minimizer of the reqularized Kohn-Vogelius functional with
noisy Cauchy data (g%, g%).

This type of result gives us a relationship which € and § must meet in order to have
convergence in the noisy case (when the data available is compatible). However, in
the practice they don’t respond to any criteria in particular. So, as a final analysis in
this chapter, we explore the possibility of defining a ‘choice parameter rule’. In our
case, this choice will relate the level of noise and the noisy solution of the regularized
Kohn-Vogelius functional ‘the approximate solution’, to the regularization parameter
following the so-called Morozov discrepancy principle.

This principle is based on choosing the biggest ¢ = (6, (9%, 9%)), in order to
have the highest possible regularity of the obtained solution, such that the Kohn-
Vogelius functional with the polluted data is at the same order of the discrepancy
measure, which is defined as the value (or discrepancy) when one evaluates the real

11
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solution into the Kohn-Vogelius functional with polluted data. Due to monotonicity
properties of the Kohn-Vogelius functional this parameter is uniquely defined, and
moreover, we conclude this chapter by proving that this strategy defines an £(§) that
satisfies the conditions of Proposition 0.7.

Chapter 2: Numerical resolution of the data completion problem.

In this chapter, we reconstruct numerically an harmonic function only from the
knowledge of Dirichlet and Neumann data in an ‘accessible’ part of the boundary
['sps. By considering the theoretical approach given in the previous chapter we
implement a gradient algorithm in order to minimize the regularized Kohn-Vogelius
functional K., the obtained results asserts that if we choose a small regularization
parameter the obtained solution will be close to the real solution, whenever it exists,
due to the convergence to the real solution as the regularization parameter ¢ — 0
and the monotone behavior of the Kohn-Vogelius functional with respect to e.

In order to implement a gradient algorithm we begin by computing the partial
derivatives of the regularized functional and, using adjoint problems, we find descent
directions as the following proposition details:

Proposition 0.8 For all (p,1), ($,v) € HY2(I,) x HY2(Ty), the partial derivatives
of the functional K.(p, ) are given by

S )= [ 7 (e rer+up—0)

and
oK. ~ ~
5 (2.0 [9] = (@ + Doy +-n — ), e,
where, wy,wp € HY(Q) are the respective solutions of the following adjoint problems:
—Awy = —evy in Q
aan = anutp — gn on 1—‘obs
wy = 0 on I}
and
—Awp = ev, in )
Wp = Uy — 9D on [
Oqwp = 0 on Ij.

In particular, the directions (@, 15) c H™V2(Ty) x HY2(Iy) given by:

szw_ugol“i_gupl“i_wDFn

and

J: —Uw

with W = ¢ — Oyuy|r, — €0,0y|r, — Oywn|r, € H=Y2(Iy), are descent directions.

Ty

12
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The obtained expression for the descent directions allow us to implement a gradi-
ent algorithm. The implementation of the algorithm is made using the finite element
library ‘FreeFEM+-+ [60].

We test the algorithm under two scenarios with their own interest. The first one
is when the accessible and unaccessible part of the boundary have common points,
this is, [gps NI # 0. The regularity of the involved systems may become an issue
(see [75]) and the obtained results follows this behavior as the obtained error is at
least one order of magnitude higher than the more regular case. The second case
is when the accessible and unaccessible part of the boundary do not have common
points, this is, Tpps N T; = 0. The classical regularity results from elliptic equations
are applicable and the obtained results are in concordance with this.

We explore additionally the case when the accessible boundary data contains
noise, the error between the real and obtained solution is higher in relation with the
unpolluted case, as expected, however the obtained solution is close to the real one.

In the case when the boundaries have common points we propose a method
in order to improve the convergence, the idea is to interpolate the value into the
unaccessible part of the boundary based on the value given in the common points,
simulations suggest that this improves the convergence, and in fact, they suggest
that the convergence is influenced by the initial guess for unaccessible data (¢, %).
When the boundaries do not have common points we consider (¢g,%o) = (0,0), the
simulations suggests that the convergence to the real solution are not compromised
by this choice.

We give in Figure 1 below an example of reconstruction with I'yps N T; £ .

1 1 ||‘w Wil
u real /) /:: : E\ I un dernﬁ‘ére iter: 27 ML
e T T T T T T T T T 1 waes T T T T T T T T T

Figure 1: Example when [, N T; # 0, real solution (left) and obtained solution
(right).

Chapter 3: Obstacle detection with incomplete data via geometrical
shape optimization.

13
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In this chapter we consider the numerical reconstruction of an obstacle by means
of partial boundary measurements from a harmonic function. We want to recon-
struct an obstacle which is supposed to be static, by reconstruct we mean determine
their position and shape. We will suppose that the obstacle w is completely in-
side the reference domain €2, governed by the Laplace equation, and we will obtain
Dirichlet and Neumann data into the accessible part of the boundary I',,,, while no
information is available into I';, the unaccessible part of the boundary, these parts
are such that T'ps UT; = 0. We also assume the homogeneous Dirichlet boundary
condition is imposed on the boundary Ow of the obstacle.

Fobs

O\ &

Figure 2: Illustration of the problem.

Assuming that the obstacle w* is regular enough, more precisely belongs to the
following set of admissible domains

D = {w CC Q of class C*' such that Q\ @ is connected} ,

and given a Cauchy pair (gx,gp) € H™Y2(Typs) x HY2(T ) such that (gn,gp) #
(0,0), we introduce the following inverse problem:

Find a set w* € D and a solution u € H' (Q\w*) N C° (Q\ﬁ)
of the following overdetermined boundary value problem:
—Au = 0 in Q\w*

u = gp on I'ye
Oht = gn on I'yps
u = 0 on w*.

Identifiability results (see [44, Proposition 4.4, page 87|, for example) asserts that
this problem has a unique solution, whose proof is based on a unique continuation
argument. The important point here is to recall that we do not need any infor-
mation on the unaccessible boundary I';. However, if we would like to solve it by
means of the minimization of a shape functional, we will need to consider well-posed
PDE problems, which in particular need data over the whole boundary 0. To
overcome this difficulty we propose to extend the previously studied problem: the
data completion problem. The basic idea resides in using an algorithm which in
first place ‘complete’ the data in a way that the obtained solution is good enough

14
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to use it for the obstacle reconstruction by means of minimizing the Kohn-Vogelius
functional with geometrical shape optimization methods, which demands the solu-
tion of a well-posed problem, in this case, the completed one. To this end we extend
the data completion problem by adding the unknown object w as a parameter to
the Kohn-Vogelius functional and its regularized version, with a prescribed Dirichlet
homogeneous condition over dw. So, we will consider in this chapter the following
optimization problem:

(W*, ", ") € argmin K(w, @, 1)
(w,p,0)EDXH~1/2(T;) x HY/2(Ty)

where K. is the nonnegative regularized Kohn-Vogelius cost functional defined by

3
Kol p,8) = Kl 00) + 5]
1 €

= g T Tl Gl vl

(Vg V) ||12{1(Q\w)

where u, € H'(Q\w) and uy, € H'(Q\©) satisfies the extended problems:

—Auy(w) = 0 in Q\w —Auy(w) 0 in Q\w
ucp(w) = 9o on gy and anuw(w) = 9N on g

Ontp(w) = ¢ on [} uy(w) = 9 on [}
uy(w) = 0 on Jw uy(w) = 0 on Ow,

An analogous extension with an homogeneous Dirichlet condition on dw, applies to
the problems solved by v, := ug, vy = uj,.

The utilization of the regularized functional is justified by the ill-posedness of
the data completion problem, as we have remarked in Chapter 1. However, it is
interesting to observe that the identifiability result ensures that K(w,¢,?) = 0
if and only if (w,p,v) = (w*, *,¥*), where w* is the real obstacle, and (¢*, 1)
correspond to the real Cauchy data in I'; for the harmonic function u for which the
given data (gy, gp) is taken.

In order to reconstruct the obstacle w* we use a geometrical shape optimization
method in order to minimize the regularized Kohn-Vogelius functional: we use the
shape gradient of this functional. The shape gradient of a functional measures,
roughly speaking, the variation of the functional whenever we perform a small regular
perturbation of the boundary in the direction of exterior normal. In our case we have,
for properly defined perturbation directions, the following result for the regularized
Kohn-Vogelius functional:

Proposition 0.9 (First order shape derivative of the functional) For V € U :=
{0 € W2*°(R%) : Supp 6 CC Q}, an admissible perturbation direction, the reqular-
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ized Kohn-Vogelius cost functional K. is differentiable at w in the direction V' with

[Vw|* (V - n)

w

1
DE.(Q\w) -V = —/ (Onpy - Ontiy + Onply - Onvy,)(V - m) + 5/

_ /a (Onpls - Outty + Oupt - Davs)(V - 1)

W

3
5 [ 70+ V0l + o PV - ),

where w = u, —uy and where pt, p, P4, p% € HY(Q\D) are the respective solutions
of the following adjoint states

—Ap% = 0 in Q\w —Apyy = —ev, in Q\w
p% = gp — Uy on [y P}}v =0 on L'

onpyy = 0 on I onply = 0 on I

pr = 0 on Ow, pry = 0 on Ow

and

—-App, = 0 in Q\w —-Ap}, = —evy in N\w
Onpp = 0 on I'gps Onph, = 0 on I'gps

pp = Y — Uy on I} Py = €Y on I

ph = 0 on Ow, pp = 0 on Ow.

The utility of the adjoint problems introduced in the above result relies on obtain-
ing an expression of the shape gradient of the regularized Kohn-Vogelius functional
which depends explicitly on the perturbation direction V', which permits the com-
putation of this object from numerical point of view. It is important to remark that
the existence of shape derivative is not trivial, however the arguments are standard
with the same analysis as in [61].

In order to perform the numerical simulations, we consider an algorithm which in
first place performs the completion of the given data supposing we have a potential
obstacle w and applying the same gradient algorithm as in Chapter 2, and then,
performing the update of the obstacle w by using a shape gradient algorithm. For this
we follow the same strategy as in [3| or in [37], a regularization by parametrization
of the obstacle boundary Ow. Indeed, we need to regularize the functional with
respect to the shape since, according to |3, Theorem 2|, the shape gradient has not
a uniform sensitivity with respect to the deformation direction. Hence, we restrict
ourselves to star-shaped domains and use polar coordinates for parametrization: the
boundary dw of the object can be then parametrized by

8w:{(zs>+r(6)<2?§z), 06[0,277)},

where 79,70 € R and where r is a C%! function, 27-periodic and without double
point. Taking into account the ill-posedness of the problem, we approximate the
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polar radius r by its truncated Fourier series

N
=a) + Z cos(k@) + by sin(k@),

k=1

for the numerical simulations. This regularization by projection permits to remove
high frequencies generated by cos(kf) and sin(kf) for £ >> 1, for which the func-
tional is degenerated. Then, the unknown shape is entirely defined by the coefficients

(ai, b;). Hence, for k = 1,..., N, the corresponding deformation directions are re-
spectively,
1 0 cos ¢
V=V, = ( 0 ) , Vo=V, = ( 1 ) , Vi3(0) =V, (0) = ( sin 0 ) ,
Vara(0): =V, (6) =cos(ht) 0}, Vors(6) =V (6):=sin(ko) { 9
2k+2 =V oag :=COs sin 6 ) 2k+3 = Vb -=sIn sin @ )

0 € [0,2m). The gradient is then computed component by component using its
characterization, from the previous proposition:

(vzca(a\w))k —DK.(O\®)- Vi, k=1,...,2N +3.

We have tested our algorithm in several scenarios, with different shapes to be
reconstructed with unpolluted and polluted given data. We obtain interesting results
in the reconstruction itself, however the data completion process seems to be of lower
precision than the one without the unknown obstacle.

We present a ‘difficult’ example in Figure 3 below, on the left we have the real
obstacle (a square) and on the right the obtained obstacle.

-z \

I )
-2 | ’.‘
un| dern;néte 1te|: 49
P

u
Qe

Figure 3: Detection of a square with incomplete boundary data: Positive results.
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PART II: The inverse obstacle problem using topological shape optimiza-
tion in a bidimensional Stokes flow.

Chapter 4: Small object detection using topological optimization.

In this chapter we change our point of view. Our aim now is, considering a
region () containing a Newtonian and incompressible fluid with coefficient of kine-
matic viscosity v > 0 governed by the stationary 2D Stokes equations, reconstruct
an unknown number of small obstacles which are considered with a no-slip bound-
ary condition. Then, our aim is to determine the number, relative location and
approximate shape of each obstacle.

We have two main differences with the previous considered work: We are consid-
ering now a vectorial case and we are adding a new degree of freedom: the number
of obstacles, which implies that the topology of the problem can change during the
numerical reconstruction.

The hypothesis of small objects allows us to perform the so-called topological sen-
sitivity analysis (see [17]), in which we study the variation of a cost functional when
we add an obstacle to the domain of study. The precise object which measure this
variation is the so-called topological derivative introduced by Schumacher in 1995
(see [76]) and formalized by Sokolowski et al. in 1997 (see [80]). Posing the inverse
problem as the minimization of a Kohn-Vogelius type functional, the topological
sensitivity analysis will allow, based on the study of the topological derivative of the
Kohn-Vogelius functional, determine the number and relative location of the obsta-
cles inside the region (2. In order to determine the shape of the obstacles we need
an additional tool, for example the shape gradient used in the precedent chapter,
however this additional feature will be considered in the numerical reconstruction in
the final chapter of this thesis.

Let w C R? a fixed bounded Lipschitz domain containing the origin, such that
w C B(0,1). For z € Q and 0 < £ << 1, we introduce:

Wye = 2+ cw.

The aim of is to detect some unknown objects included in €2. We assume that a
finite number m* of obstacles Werer C Q, 7 € {1,...,m"} have to be detected.
Moreover, we assume that they are well separated (that is: @.» .+ NWer e = 0 for all
1 <1i,j <m* with i # j) and have the geometry form

Warer = 2; + gqw, 1 <k<m™,

where ¢} is the diameter and the points z; € Q, 1 <k < m*, determine the location
of the objects.

Let f € H1/2(GQ) such that f # 0 a measurement over the whole boundary
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which satisfies the compatibility condition

/mf-n—O. (12)

In order to determine the location of the objects, we also make a measurement
g € HY2(0) on a part O of the exterior boundary dQ with O C 99Q, O # 9Q.
Then, we denote w? := UZ,”:l W,z ex and consider the following overdetermined Stokes
problem:

—vAu+Vp = 0 in Q\w?
dive = 0 in Q\w!

u f on 0Q (13)
u = 0 on Ow!

o(u,pjn = g on O C I

Here u represents the velocity of the fluid and p the pressure and o(u, p) represents
the stress tensor defined by

o(u,p) =v (Vu + tVu) — plL.

Thus we consider the following geometric inverse problem:

Find w? CC Qand a pair (u,p) which satisfy the overdetermined problem (13).

(14)
To study this inverse problem, we consider two forward problems:
Find (u3,,p5) € H (Q\@7) x L2(Q\wz) such that
—vAu5+Vp5, = 0  in Q\w:
divuj, = 0 in Q\@; (15)
u, = f on 00
u;, = 0  on Ow.
and
( Find (u5,,p5,) € HY(Q\w:) x L2(Q\wz) such that
—vAu5, +Vpy,, = 0 in Q\w;
divuj, = 0 in Q\w: (16)
o(uy,pym = g on O
ui, = f on IN\O
L uy;, = 0 on Owe,
where w, := UZLI W, ¢, for a finite number m of objects located in 21, ..., z,,. These

two forward problems are classically well-defined.

Notice that, assuming that f, g are the real data (this is, obtained without error),
if w. coincides with the actual domain w?, then u$, = uj; in Q\w;. According to this
observation, we propose a resolution of the inverse problem (14) of reconstructing w
based on the minimization of the following Kohn-Vogelius functional

1

P i) = 5 [ i)~ D)
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where D(-) = V(-) + 'V ().
We then define
Trv(O\w2) = FLY (ufh, ufy).

As we said before the topological sensitivity analysis consists in the study of the
variations of a design functional J with respect to the insertion of a small obstacle
w, at the point z € €). The aim is to obtain an asymptotic expansion of J of the
form

T(Qe) = T(Q) +£()0T (2) +0(6(e))  Vze, (17)

where € > 0, £ is a positive scalar function intended to tend to zero with € and where

Qz,s = Q\wz,aa

with w, . := z+ew. We summarize the notations concerning the domains in Figure 4.

@)

o0}

Figure 4: The initial domain and the same domain after inclusion of an object

In order to provide an asymptotic expansion of the Kohn-Vogelius functional Jgk,
we need first an asymptotic expansion of the solution of the Stokes problems (15)
and (16).

Unlike the three-dimensional case, the two-dimensional problem cannot be ap-
proximated by an ‘exterior problem’, which in general in this case doesn’t have
a solution which vanishes at infinity. This kind of problem has been treated by
Bonnaillie-Noél and Dambrine in [21] for the Laplace equation in the plane: we
have followed this procedure in order to find a suitable approximation for the Stokes
problem.

It is important to remark that the topological sensitivity analysis will be consid-
ered only for a single obstacle, this is not a problem in our aim to detect several
obstacles because in the numerical algorithm we will apply the single obstacle result
iteratively: first on , then on Q \ @;, -, and so on.

Proposition 0.10 The respective solutions u, € H'(Q,.) and u5, € H'(Q..) of
Problems (15) and (16) admit the following asymptotic expansion (with the subscript
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=D and i = N respectively):

u;(z) = u(z) +

—loge

(G~ Uil + Oy ().

where (Uy, P,) € H'(Q) x L2(Q) solves the following Stokes problem defined in the
whole domain €2

—I/AUh + VPh = 0 in
divU, = 0 in Q2 (18)
Uh = Ch on 69,

with
C;(x) :== —4mvE(x — 2)u(2), (19)
where E is the fundamental solution of the Stokes equations in R? given by
E@) = — (~logllell+ee), P@) = —2 .
iy 2 o]

x

with e, = H; that is —vAE; + VP; = de;, where E; denotes the 3™ column of
x

E, (ej)?zl is the canonical basis of R and § is the Dirac distribution. The notation

Ont(a..) (#gs means that there erist a constant ¢ > 0 (independent of €) and

g1 > 0 such that for all 0 < e < g,

C

@) = @) = he(Cor) = Use)) ., < 50—

In order to perform the asymptotic expansion of the Kohn-Vogelius functional
using the previous result, we need to rewrite the functional difference Jx (€2.) —

Jrv(€2) to obtain a decoupled expression. This is, an expression in which each

integral only depends on w5, u? or u§,, u%;, without mixed terms. The following

lemma shows the desired decomposition:

Lemma 0.11 We have
Tkv(Qe) = Txv(QY) = Ap + A, (20)

where
1
Ap = §V/ D(uf — ul) : D(us, — ul)
1
v [ Dlup—uh): D) ~ 5 [ D)

and )
A= [ oty = st~ o] - uls - g [ DGR

Finally, using Proposition 0.10 in Lemma 0.11 we can obtain the desired result:
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Theorem 0.12 For z € (), the functional Jxv admits the following topological
asymptotic expansion

dmv 1
9] ) — 0) = 0 2 _1,,0 2
Tiv(©:2) = Tiv(@) = T () = [+ (o)
where ul € H'(Q) and u, € H(Q) solve respectively Problems (15) and (16) with
we =0 and o(f(e)) is the set of functions g(g) such that 11m5_>0 = 0. Therefore,
we have
1
£(e) = and 6wy (2) = drv(|up(2)* — [uf; (2)%)

—loge

in the general asymptotic expansion (17).

It is interesting to notice that, unlike the 3-dimensional case, the obtained ex-
pression is valid for any possible admissible geometry of w. Which is in concordance
with the literature (see for example |9, 10, 53, 54]).

With the obtained results we have to remark that, using expression (17)
T(e) = T(Q) = £(€)0T (2) +0(E(e)) Yz e,

thus, the functional will decrease its value if we add an obstacle with shape w. in
z € Q such that 67(z) < 0. Moreover, this means that the minimization of 7 will
be equivalent to the inclusion of an obstacle centered in the point z where 6.7 () is
the most negative. In the final chapter we will implement an algorithm in which we
use this criterion to perform the numerical resolution of the considered problem.

Chapter 5: Numerical detection of obstacles: Topological and mixed op-
timization method.

In this chapter we perform the numerical reconstruction of an unknown number
of obstacles immersed in a stationary fluid governed by the incompressible 2D Stokes
equations from boundary measurements. Using the Kohn-Vogelius functional and
its topological derivative, obtained in the previous chapter and summarized into
Theorem 0.12, we are capable to minimize the functional using a topological gradient
algorithm, which allows to obtain the number and relative location of the desired
obstacles.

We implement and explore the capabilities of the topological gradient algorithm
using FreeFEM++ [60], the basic idea of the algorithm is, for a given domain,
analyze the value of the topological derivative and insert an obstacle in the point
z € Q) where the topological gradient of the Kohn-Vogelius functional § 7k (z) is the
most negative, and iterates this procedure until the functional begins to increase.
We naturally implement some thresholding conditions in order to avoid adding two
potential obstacles too close (we increase the size of the actual one in that case)
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and avoid adding a potential obstacle which may cross the boundary (we force the
object to be a little more ‘inside’ the domain).

We test the algorithm under several situations:

1.

When the obstacles are far between them and close to the boundary:
The obtained results are positive, the algorithm is capable to determine the
number and relative location of the obstacles.

. When the obstacles have other geometry than circles: The obtained

results are interesting, (small) squares are properly detected in number and
relative location. A more challenging problem is considered with a ‘donut’
and a circle far from each-other, both are detected and the relative size of the
‘donut’ is properly estimated by the algorithm.

. When the obstacles are far from the boundary: Similarly to the results

obtained by Caubet et al. in [36], we have seen that, if the obstacle is far from
the boundary, then the obtained results may be wrong, in relative location or
even in the capability of detect the obstacle.

. When the size of the obstacles is ‘big’: As one can expect, if the size of

the obstacle becomes too big, the asymptotic expansion cannot be longer valid.
Numerically the results are diverse: wrong number of obstacles is predicted,
or wrong size of the obstacles is predicted.

. When we introduce noise to the boundary data: We have tested our

algorithm in the case when the boundary data is polluted by noise, simulations
shown that a relative high amount of noise is allowed (25%) to obtain correct
estimates of the number of obstacles and their relative location, in the best
case proposed: small obstacles close to the boundary.

We present two examples in Figures 5 and 6 below.

Exact Shape Final Iteration (19)

Figure 5: Detection of small circle and ‘donut’: Positive results.

Additionally, in order to improve the quality of the obtained results, we propose a
new algorithm, which combines the capabilities of the topological gradient algorithm
with the capabilities of an algorithm tested before: the shape gradient algorithm.
The idea is to combine the capability of the topological gradient algorithm to de-
termine the number and relative position of obstacles inside the domain of reference
with the capability of the shape gradient algorithm to determine the relative shape
of the obstacles, when the number of them is known.
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Exact Shape . Final Iteration (19)

Figure 6: Bad Detection for a ‘very big sized’ object

Our mixed optimization method performs in first place a topological optimization,
in order to fix the topology of the domain, this is, to fix the number of obstacles and
their relative location, and then, we execute the shape gradient algorithm, which we
can compute in this case, thanks to the following expression of the shape derivative
of the Kohn-Vogelius functional (see [37, Proposition 2| for the existence proof and
computation):

Proposition 0.13 (First order shape derivative of the functional) For V' an ad-
missible deformation, the Kohn-Vogelius cost functional Jiy is differentiable at w
in the direction V' with

DJgyv(N\w) -V = _/a (oc(w,q)n) - Ohup(V -n) + %V/a D(w)]> (V -n) (21)

where (w, q) is defined by

w = UuUp — Uy and q:=DpPp— Pum-

As in Chapter 3, due to the ill-posedness of the reconstruction of the boundary
(in this particular case, see [37] for a detailed explanation), we have to take the same
considerations on the boundary parametrization using truncated Fourier series.

The performed simulation (see Figure 7) shows an improvement in the shape
of the obtained obstacle in comparison with the real obstacle and an improvement
on the value of the Kohn-Vogelius functional, which justifies the extension of the
topological gradient algorithm.

Publications
The studies in this manuscript have resulted in two articles: one is already published
and one will be submitted shortly:

e On the detection of several obstacles in 2D Stokes flow: topological sensitivity
and combination with shape derivatives, written with F. Caubet and C. Conca
(see [35]).
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— ext. bound.

-—--—- exact shape
-~~~ iniial shape
—— 19 param. adapt.

Figure 7: Detection with the combined approach (the initial shape is the one ob-
tained after the “topological step”) and zoom on the improvement with the geomet-
rical step for the obstacle in the right.

o A Kohn-Vogelius approach to study the data completion problem and the in-
verse obstacle problem with partial Cauchy data for Laplace’s equation, written
with F. Caubet and J. Dardé. (to be submitted).
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General Notations

d
Q

o0

n

aI'l

u, (u,p)

Vu

LP

W

Hm

LP. H™, etc.
L3(Q)

C

Chapter 1

Fobs

I
(g9n,9D)
(91 9%)

Natural number, dimension of the space of work.

Open bounded connected subset of R? with Lipschitz boundary,
set of reference.

Boundary of €.

Exterior normal of 0f2.

Normal derivative.

Solutions of the considered PDEs (Laplace: u, Stokes: (u,p))
on 2\ @ (2 in Chapter 1 and 2).

Transpose matrix of Vu.

Lebesgue spaces, p > 1 with norm || - ||».

Sobolev spaces, m € R, p > 1 with norm || - ||, -

W2 with norm || - ||,, and seminorm | - |,,.

Spaces of vector functions.

L2(Q2)/R, characterized by p € L3(Q) < p € L*(Q) A / p(x)dx = 0.

Q
Positive (unless specified) constant.

Accessible part of the boundary I'y, C Of2.

Unaccessible part of the boundary I'; C 0f).

Cauchy data in Tops, (9n, gp) € H™2(Tops) x HY2(Dops).
Sequence of Cauchy data in H™/2(Tyy) x HY2(Tgps).
Exact solution of the data completion problem.

Cauchy data in I';.

Solutions of mixed boundary problems.

(ug,, u%)

Kohn-Vogelius functional defined in H=Y/2(T';) x HY2(T).
Minimizer of Kohn-Vogelius functional.

Sequence of Cauchy data in H™'/2(T;) x HY/2(Ty).
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a((¢1,%1), (92, P2
/9D QNE(

)
V)
(e, 9))
t((9,9))

Yo
15
Ke(p,9)
(E,92)
b((golu @Dl)a (¢27 1/}2))
)
(9% 9D)
ICJ
K2
(90:,67 w:,é)
EJ
e

(dgN7 ng

)
£(0)
e(d, (QO:,(;, w:,a))

Chapter 2

oK.

S

oY

(wN7 wD)
{php?v}
(,9)

kma:v

tol

al

(¢0, o)
(ks Vi)
g

gO'

Bilinear form associated with the optimality condition of K.
Linear form associated with the optimality condition of K.

= (95 ((p, 1)),

= 1B ((p,0)).

. Trace operator.
Regularization parameter.
Regularized Kohn-Vogelius functional.
Minimizer of /..
Bilinear form associated with the regularizing term of ..
Level of noise.
Cauchy data with noise of level 9.
Kohn-Vogelius functional associated to the data (g%, ¢%)).
Regularized Kohn-Vogelius functional associated with the
data (g3, g5)-
Minimizers of K°.

= (9DIN,

= 00—/

= (9% — 9n.9p — 9n).

. Regularization parameter with dependence on the noise level.
Regularization parameter with dependence on the noise level
and the solution to that noise level.

Partial derivative of K. with respect to o € H™V/2(T}).

Partial derivative of K. with respect to ¢ € H'/?(T).

Solutions of adjoint problems.

Common points between I',,s and I';.

Descent directions for gradient method to minimize IC..
Maximum number of iterations.

Tolerance parameter.

Step size parameter for descent directions, i = 1,2, 3.
Initial guess for the unknown data.

Obtained guess for the unknown data at step k.

Level of noise.

Data with level of noise o.
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Chapter 3
D Set of admissible obstacles.
w Admissible obstacle (in D).
w* Real obstacle.
C°(0) Set of continuous functions up to the boundary of O.
(w,p, ) Triplet of admissible obstacle, Neumann data and Dirichlet data
over I7.
K(w, v, 1) Kohn-Vogelius functional with shape dependance.
Ke(w, @, ) Regularized Kohn-Vogelius functional with shape dependance.
Kw) = Klw,p 1)
e(w) Ke(w, ¢, 1).
(w*, ©*, ") Optimal triplet: Real obstacle, real Neumann and Dirichlet data.
which is also a minimizer of K(w, ¢, ).
\%4 Set of admissible deformation directions.
U Deformation direction (in V).
do Positive real parameter.
Qq, A C* domain compactly contained in €.
DK.(w)-V Shape gradient of K. in w with deformation direction V.
w Up — Ugp.
P PH Solutions of adjoint problems related to ., u,.
PNy PD Solutions of adjoint problems related to vy, v,,.
Uy, Uy, Shape (Eulerian) derivative of w., w.
vy, Uy, Shape (Eulerian) derivative of v, vy.
w’ Uy, — Uy
r(6) Polar radius of the parametrizacion of Jw.
rn (6 Truncated Fourier series expansion of r(6).
al¥, by Fourier series coefficiens of 7y(0).
Wik Obstacle shape after k iterations.
(0, o) Initial guess for the unknown data.
(0, Vr) Obtained guess for the unknown data at step k.
(u%v UIJCV) (utﬂkv uwk)'
(U]z)v U]k\f) (U%, Uyy, )
D((@o. o)) = {(vy) €RZ: (2 —20)* + (y— yo)? <1}
ID((zo,yo),T) {(z,y) €eR*: (x —x0)® + (y — v0)* = r?}.
Chapter 4
v Real positive number, kinematic viscocity.
w : A bounded Lipschitz domain in R? such that 0 € w, shape of reference.
¢ A small parameter, 0 < e << 1.
Ww,e. = #z+¢ew, small obstacle with relative center z € €2 and relative size ¢.
m* :  Number of obstacles to be detected.
O : (Relatively) open subset of the boundary 0f.
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D(: )

(U’D7
(U’Ma
(uD7
(’U’Ma
jKV(Q\ €
(E, P

£(e
0Tkv (2

IEOoosmum

E

)
)
)
)
)
)
)
)

Chapter 5
I
g
JTkv
wE

0Tkv

(uhH, pp)

Real small obstacle with relative center z € {2 and relative size ¢.
e 1w2k <.+ collection of real objects.

Q \ Wze

Cauchy stress tensor.

Cauchy forces.

Dirichlet data over Of).

Neumann data over O C 0f).

(V) +V())

Solution of the Dirichlet problem in €2, ..

Solution of the mixed problem in €2, ..

Solution of the Dirichlet problem in 2.

Solution of the mixed problem in €.

The Kohn-Vogelius functional evaluated with an obstacle ws.

Fundamental solution of the Stokes equation in R?

A positive scalar function intended to tend to zero with ¢

Topological derivative of the Kohn-Vogelius functional in the point z.

Dirichlet data over 0.

Neumann data over O C 0.

The Kohn-Vogelius functional.

Obstacle(s) inside the domain of reference €.

The topological gradient of the Kohn-Vogelius functional.
Solution of the Dirichlet problem in €2, ..

Solution of the mixed problem in €2, ..

Solution of the Dirichlet problem in (2.

Solution of the mixed problem in €.

(ud, pD)-

(s, Pir)-

argmin pe, 0Jxv (P).

{P" € Q such that |[P'— P| <r}.

Vector field polluted with noise of amplitude o > 0.
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The data completion problem and
the inverse obstacle problem with
partial boundary data
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Chapter 1

Theoretical analysis of the data
completion problem for Laplace
operator

In this chapter we present the data completion problem for the Laplace operator,
this is, the problem of reconstructing boundary data in an inaccessible part of the
boundary from overdetermined boundary data in an accessible part of the boundary.
We deal with this problem by considering a Kohn-Vogelius strategy: We split the
overdetermined problem in two subproblems, each one has one of the overdetermined
boundary data, and, in order to have well-posed problems we impose boundary data
into the inaccessible part of the boundary, then, we measure the error between these
functions which will be zero only when we have chosen the exact boundary data into
the unaccessible part of the boundary. Therefore, we restate the inverse problem as
an optimization problem: the minimization of the cost-type functional, the Kohn-
Vogelius functional. Additionally, due to the ill-posedness of the problem we propose
a regularization of the minimization problem, considering a Tikhonov regularization
of the functional, which transforms the initial minimization problem into another
one which always has solution. We study convergence properties for this regularized
functional in case when the given overdetermined data is perfect and in the case
when the data is polluted by noise.

This chapter is divided in three sections. In the first one we present the prob-
lem, the corresponding notations and we present the inverse problem equivalently
as the minimization of a cost-type functional: The Kohn-Vogelius functional. In
the second section we explore the properties of the Kohn-Vogelius functional and
present, in order to overcome the exponential ill-posedness of the problem (see [18]),
the regularized Kohn-Vogelius functional, based in a Tikhonov regularization. We
study this new functional, obtaining in particular the convergence of its minimizers
to the minimizer of the original Kohn-Vogelius functional when the regularization
parameter tends to zero. We also explore monotony properties of this functional, and
some others related, viewed as a function of the regularization parameter. Finally,
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1.1. The problem setting

in the last section, we explore the problem when the Cauchy data into the observ-
able part of the boundary contains noise. We see that, in order to have convergence
to the original solution (with respect to the unpolluted data), we have to establish
some requirements between the noise level and the regularization parameter. We
define an strategy to relate the level of noise and the regularization parameter and
we prove that this strategy effectively provides convergence to the solution of the
Cauchy problem when it exists.

Our main references to this work are |12, 13, 20, 18, 19|, in |12| Andrieux et al.
propose the strategy of solving the problem by the restatement as an optimization
problem, however the analysis is purely numerical. In [19] Ben Belgacem et al.
propose a similar strategy but focused in a variational formulation instead of an
optimization one and focused in only reconstruct the Dirichlet data. We perform a
complement between our main references, performing a theoretical analysis of the
work of Andrieux et al. using several tools from the works of [13, 20, 19|, and, the
most interesting improvement is the development of an extension of the strategy of
Andrieux et al., by considering even noisy cases and proposing strategies to deal
with them.

1.1 The problem setting

Introduction of the general notations. For a bounded open set Q of RY (d €

N*) with a boundary 052, we remark that the notation / u means / u(x)dz which
Q Q

is the classical Lebesgue integral. Moreover, we use the notation u to denote the
i)

boundary integral / u(z)ds(z), where ds represents the surface Lebesgue measure
20
on the boundary. The aim is to simplify the notations when there is no confusion.

We also introduce the exterior unit normal n of the domain €2 and 0,u will denote
the normal derivative of wu.

For s > 0 we denote by L?(Q), L2(99), H*(Q2), H*(992), Hj(2), the usual Lebesgue
and Sobolev spaces of scalar functions in 2 or on 9€). The classical scalar product,
norm and semi-norm on H*(2) are respectively denoted by (-, ). (o) [I*[lfs (o) and

is(q)- Moreover, we introduce the space H'(Q2, A) given by
H'(Q,A) == {ue H'(Q): Aue L*(Q)}.

This space endowed with the scalar product

(u, V)u1(0,4) = (U, V)u1(Q) + (Au, Av)i2q)

is an Hilbert space. As a subspace of H!(Q), we can define a trace for each u €
H'(Q, A). Additionally we can define a normal derivative on the boundary 99 of Q
which defines a continuous application into H~'/2(9Q2) and we have an integration
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1.1. The problem setting

by parts formula. These results can be found into appendix A.1. We can finally
note that this space is an intermediate one between H'(Q) and H?(Q), i.e.

H2(Q) © HY(Q,A) c HY(Q).

The data completion problem Let 2 be a bounded connected (at least) Lips-
chitz open set of R? (in applications we will consider d = 2 or d = 3) with boundary
02 which has two components: the nonempty (relatively) open sets I'ys and T,
such that Tpps UT; = 9Q. We will say that Iy, is the observable part of 99 where
we will be able to obtain measurements on our system, the Cauchy datum (gy, gp),
and I'; will be considered as the inaccessible part of the boundary 02, where we
cannot obtain any information of our system.

Fobs

o0}

Figure 1.1: An example domain

The data completion problem consists of recovering data on the whole boundary,
specifically on T'; from the over-determined data on [y, this is: find u € HY(Q, A)

such that
—Au = 0 in 2
u = gp on [y (1.1)
anu = gn on 1—‘obsa

naturally, as (gn, gp) could be any data (obtained for example from experiments),
such a u may not exist, so we need to specify if we are in the favorable case or not:

Definition 1.1 A pair (gn, gp) € HV2(Tops) x HY2(T s ) will be called compatible
if there exists (a necessarily unique) v € H'(2, A) harmonic such that ulr, =
9o, Ontlr,,, = gn-

Remark The uniqueness result of such a solution is classical and is based on a
unique continuation result, we refer to |44, Chapter 1| for a detailed proof.

The following relevant result states that, if a given pair (gy, gp) is not compatible,
we may approximate it by a sequence of compatible data, which implies in particular

the ill-posedness of the considered inverse problem:

Lemma 1.2 For (gy,gp) € HV2(Tys) x HY2(Tys) given data, we have:
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1.1. The problem setting

1. For a fived gp € HY2(T ), the set of data g for which there exists a function
u € HY(Q, A), satisfying the Cauchy problem (1.1) is dense in H™Y/2(T ).

2. For a fized gy € H™Y2(Tyys), the set of data gp for which there exists a function
u € HY(Q, A), satisfying the Cauchy problem (1.1) is dense in HY?(Tys).

Proor. See Fursikov |51, Chapter 3| or Andrieux [12] O

Remark Let us explore the Cauchy problem: this problem is ill-posed in the sense
of Hadamard, this is, if the data (gn,gp) is compatible, the associated solution
u € H'(Q, A) does not depend continuously of the compatible data, as the classical
example of Hadamard [55| shows:

Let us ¢ onsider Q= (0,m) x (0,7) and T'pps = {0} x (0,7) and for n € N* take
U (z,y) = =5 sin(ny) smh(mf) It is immediate to see that u, is harmonic in Q for
all n € N* and 9 htn (2,y) = —= sin(ny) on Top.

Now, we have:

1
[Ontnlln-1r2(r,,.) < OntinllLz(r,,,) = (/ n—sm %(ny)ds(y) ) \/»—>n_>oo ,
Fobs

and

1 ., . 19 1/2 7r sinh(27n) 7 1/2
[unllz@) = (/Q - 5in (ny) sinh (nx)dxdy) =g i :

therefore:

|tn|[12() — 00 as n — o0

Noticing that we have:
unllr.a) > llunllLz@),

We deduce that is impossible to have a continuous dependence, i.e. we cannot
find a constant ¢ > 0 such that:

lull@,8) < € (lullrewy,) + 10nullu-1z,,.)) -

obs

Moreover, with this example we will be able to see that the operator A : u €
HY(Q,A) — (ulr,,., Oatlr,,.) € HY?(Tys) x H7Y2(T ) is not surjective, which in
particular proves that there exists data (gy, gp) which is not compatible.

Proposition 1.3 The operator A is not surjective.

Proor. By contradiction, let us suppose that A is surjective. The uniqueness of the
problem (and the linearity) implies that A is bijective and continuous from H'(Q) to
Y = HY2(Tys) x H7Y2(T ) which are Banach spaces. By open mapping theorem
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1.2. Theoretical results concerning the data completion problem

(to be more specific, a classic corollary of it) we deduce the continuity of A=, which
is equivalent to the existence of a constant C' > 0 such that:

[ullar @) < CllAully,

which is a contradiction with the previously proven ill-posedness of the problem. [J

The Kohn-Vogelius functional. In order to solve this problem our idea is to de-
fine a well-appropriated Kohn-Vogelius functional which will depend on the missing
data in T, following the idea proposed by Andrieux et al. in [12].

Hence, in order to solve the initial inverse problem (1.1), we will focus on the
following optimization problem:

(", 0*) € argmin K(p,v) (1.2)
(p)eH1/2(Ty) x HY/2(T)

where K is the nonnegative Kohn-Vogelius cost functional defined by
1
Kg.v) =5 [ IV = Vu P (1.3

where u%> € H'(Q) and Y € H'(Q) are the respective solutions of the following
problems

—AufP = 0 in Q —Auff =0 in Q
u = gp on [y, and &,ube = gy  on Ly, (1.4)
OnuiP = ¢ on I, uiN = on I

Indeed, if the inverse problem (1.1) has a solution, then we have that K(p,¢) = 0 if
and only if (p, 1) = (p*,1*) (and we can notice that, in this case, using Holmgren
Theorem: uf? = u and ufﬁ =wu+ C, C € R where u is the solution of the Cauchy
problem in €2). Thus, from now, we focus on the optimization problem (1.2).

In the rest of the following chapters, we will note u, and uy instead of u%” and upr )
We will only precise the dependence with respect to gp and gy when it is necessary.
Moreover, we introduce the notations v, := u), and vy, := uj,. Indeed, they will play
an important role in the following. We precise that they satisfy respectively

—Av, = 0 in —Avy = 0 in
v, = 0 on 'y and Onty = 0 on I'ops (1.5)
Oty = ¢ on I} vy = Y on I}.

1.2 Theoretical results concerning the data comple-
tion problem

Let us consider a given Cauchy pair (gn, gp) € H™Y/2(Typs) x HY2(Tys) (it may be
compatible or not). Hence, the previous Kohn-Vogelius functional (1.3) is defined,
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1.2. Theoretical results concerning the data completion problem

for (¢,v) € HY2(I';) x HY2(I';), using the previously defined notation as:

1
Klg.) = 5 [ 9, = Vs (16)

and the previous problems (1.4) become

—Au, = 0 in Q —Auy, = 0 in Q
u, = gp on I'nps and Ontty = gy on Iy (1.7)
Oply, = ¢ on I Uy = Y on I

Remark We can note that these two problems are natural. They permit to split the
overdetermined objective system (1.1) into two systems where we impose boundary
conditions on the unaccessible part of the boundary. These problems have the
advantage of being well-posed, and as we will see, if we chose properly the imposed
boundary conditions on the unaccessible part of the boundary we will be able to
reconstruct the desired solution of our main problem (1.1).

Remark We can notice that (assuming enough regularity, if not we obtain a similar
expression with duality products), after integration by parts, we get:

Klp) =5 [ @t =x) (o0 =)+ 5 [ (0= ) g, = )

obs

This expression shows that the cost functional X measures the error between u, and
u,, as integrals only involving the boundary of the domain €.

1.2.1 Properties of

We first explore the properties of the Kohn-Vogelius functional K : H~'/2(T}) x
H'/2(T;) — R given by (1.6).

Proposition 1.4 The functional IC satisfies the following properties.

1. K is continuous, conver, positive, and its infimum is zero.

2. When K(p,9) reaches its minimum with (%, 1) = argmin, , K(p,?) we
have: Uy = Uy + C = uy-yc where C is any constant in R. Therefore
(¢*, 0" + C) is also a minimizer of K. Moreover, in this case, u,- solves the
Cauchy problem.

3. If we restrict K to the space H™Y/2(T;) x HY2(T})/R then a minimizer of K is
unique.

4. The first order optimality condition for (p*,¢*) € H™Y2(T;) x HY2(T}) to be a
minimizer is, for all ($,v) € H-Y2(Iy) x HY2(Ty),

/ V(vge — vye) - V(vg —vg) = / (VugD - Vg + Vugh -V%) (1.8)
Q Q
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1.2. Theoretical results concerning the data completion problem

Proor. We prove each statement.

1. Continuity, convexity and positiveness are obvious.
To prove that inf(, ) K(p,¥) = 0, we have to consider two cases. If the
pair (gn, gp) is compatible, this is direct since, choosing ¢* := Opte,|r, and
Y* := Ueq|r,, We obtain immediately IC(¢*,1*) = 0. Let us now focus on the
non-compatible case. Thanks to the density lemma 1.2, we can approximate
gp by a sequence (g), in a way that the pairs (g, g}))n are compatibles for
all n € N. For each n, consider (¢f,17%) the minimizer of the Kohn-Vogelius
function for the data (g, ¢},) which implies that Vui% = Vug!. Then we
have:
9D UgN

* * = 1
Ken,v7) = 5 |ugs — H(Q)
< Cllgp — QEH%UZ(H) e 0,

2 2
gp—9p
0

gD ug%
(2 (2

_1

1
2 2

H(Q)

which concludes the proof.

2. The first and second assertions are obvious from the definition of the functional
K. To see that u,~ solves the Cauchy problem, first notice that u,- satisfies
(as this is equal to uy+ up to a constant) the system:

—Aug = 0 in Q
Upx = gD on 1—‘obs
anucp* gN on 1—‘obs

*

Onlyr = ¢ on Ij.

Therefore u,- solves the Cauchy problem (1.1).
3. This comes from the definition of quotient space.

4. A standard computation gives the directly the left hand side, the right hand
side becomes

[ v =) o, =)

and we get the result noticing that

/ Vui? -Vuz =0 and / Vud™
Q Q

O

For a given Cauchy pair (gx, gp), we introduce the bilinear form a : (H™V/2(T;) x Hl/Q(Fi))2
R and the linear form ¢ : H™Y2(I;) x HY?(T}) — R respectively defined, for all

(¢, 9), (§,9) € HTV2(Ty) x HYA(TY), by

() @D) = [ V=0 Vo= vp)
Up, ) = /Vu - Vuy + VudN - Vu,) (1.9)

— [ V- ) V(e - v
Q
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1.2. Theoretical results concerning the data completion problem

Then, note that the optimality condition (1.8) can be rewritten as

a((¢",97), (2.9)) = 6@4), V(@) e HVD) x HAIY).  (1.10)
By the fact that K is not coercive, we cannot assume that K reaches its minimum
in general. Anyway, we can consider the following definition which generalizes the
concept of first order optimality condition:

Definition 1.5 We say that a sequence (¢n,¥,) C HV2(T;) xHY2(T;) is a pseudo-
solution of (1.2) if

11_)111 ) sup |a((90m Qﬁn% (aa 77’;)) — 6(67 77Z)| = 0. (111)

@den-—zwyxavzry) (@ V) la-12myxaem)

Using the density Lemma 1.2, we can prove that there always exists a pseudo-
solution of (1.2). Moreover, we can assert an alternative in which, given a condition
over a pseudo-solution we can obtain the existence and (weakly-)convergence to the
solution of the Cauchy problem. In order to assert and prove the result, we need a
preliminary lemma.

Lemma 1.6 Let n € H™Y2(Ty,) such that V1 € HY2(T) we have:

<n’v¢>r‘obs = 07
then n = 0.

Proor. Let us consider the following well-posed problem:

—Aw, = 0 in
Ohwy, = 7 on I'yps
w, = 0 on I

By hypothesis we have Vi € HY/2(I;)

0= (1, Vy)ro, = —(OnWy, V)1, + / Vuy - Vo,
Q

however, we also have due to the boundary conditions satisfied by w, and v,
/ Vg - Vwy = (Onvy, wy)oa = (Onvy, Wy)1, + (Onvy, Wy)r,,, = 0,
Q

therefore, Vi € H'/%(T)

0= <8nwn, w>Fi7
then w, satisfies
—Aw, = 0 in
anwn =7 on gy
Ohw, = 0 on I}
w, = 0 on IY,

and by Holmgren theorem we conclude w,, = 0, which implies in particularn =0 O
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1.2. Theoretical results concerning the data completion problem

Proposition 1.7 For any (g, gp) € H™Y2(Tgps) x HY2(T ), there exists a pseudo-
solution (%, %) C H™Y2(I';) x HY2(T) of (1.2). Moreover, any pseudo-solution
satisfies the following alternative:

L |[(o5s Ui lln-1r2(ry xurrzery) @8 bounded and then weakly converges, up to a sub-
sequence, in H™Y/2(I;) x HY2(T) to (p*,¢*) € H™V2(I) x HY?(T) which
minimizes K. Therefore u,- solves the Cauchy problem (1.1) and we have also
the weak convergence ug: — ugy+ in HY(Q);

2. ||(90:<u¢;)||H_1/2(Fi)><H1/2(Fi) diverges.

Proor. Thanks to the density Lemma 1.2, we approximate gy by a sequence (g% ),
such that the pairs (g%, gp) are compatible for all n € N. Let us call £, the linear
form in H=/2(I;) x HY/2(I';) associated with the pair (g%, gp), i.e.,

Co(p, 1)) == /QVugD - Vg, + Vu‘g% -V, = —/QV (ugD - u%frb) -V (vy — vy).

As (g%, gp) is compatible for all n, we call (¢%,%) the minimizing pair for the
Kohn-Vogelius considered functional (related to the data (g%, gp)). Then, for each
n, from the first optimality condition (1.10),

a((n U0), (2, 0) = b0, 0), Wl 9) € HTVA(TY) x HYA(TY),

or equivalently
a((¢h, ¥0), (9, 9)) = Lp, ¥) = Lul,¥) — U, ¥), W, w) € HTV2(I) < HYA(TY).
We can estimate the right side of this equality to get
[0a(p, ) — (o, )| = /QVugD - Vuy + Vudy - Vo, — Vui? - Vo, — Vuld . Vo,
= /QVugN_g% -V,
which implies, for all n and all no null (p,) € H~V2(T}) x HY2(T),

la((¢h: ¥n), (0, 9) — Lp, ¥)]
(2, 7) ||H—1/2(Fi)><H1/2(Fi)

< CH(SO?¢)||H*1/2(Fi)><H1/2(Fi) gy — 9%||H*1/2(Fi)a

< Clign — g llu-rr2ary)-

Thus, we conclude that the constructed (¢, v*) € H™V/2(T}) x HY%(T}) is a pseudo-
solution.

Now, let (¢%,47) be a bounded pseudo-solution. Define, for n € N:
S = sup |a((¢:u WZ), (Soa 77Z))> — 6(907 1/})|

B (@,¢)€H71/2(F1)XH1/2(F1) || (907 w) ||H_1/2(F1)XH1/2(F1)

We have, for (¢,9) € H-Y2(T;) x HY2(Ty) \ {(0,0)}:
la((en, Un), (@, ) = L, )| < Sull (@, )| = 0, as n — 0.
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1.2. Theoretical results concerning the data completion problem

so, we have for (¢,v) € H™Y2(I;) x HY2(I;) \ {(0,0)}:

lima((g, 4n): (9, 9) = €, ).

*
n

Now, as the sequence (¢, 1%), is bounded, we have the existence of (¢*,9*) €

H~=Y/2(I;) x HY2(T;) such that:

©f — @ and ¥; — *, weakly in H'/?(T;) and H*(I;) respectively, as n — co.

As a(-, (¢,v)) is a continuous linear functional in H=/2(I';) x HY/2(I;), it is weakly
continuous, so we obtain by taking the limit n — oo, for any (p,1) € H™Y/2(I}) x

H'2(13) \ {(0,0)}:
a((¢™,¥%), () = €, ),

which is equivalent to
/QV(uw — uy+) - V(v, —vy) =0,

integrating by parts we obtain, ¥(y,v) € H™/2(Iy) x HY2(I;) \ {(0,0)}:

<aﬂu80* —9n, _U¢>Fobs + <90* - aﬂud’*?uﬁ - ¢>Fi =0. (1'12)

Now, take ¢ = 0 in (1.12), so we obtain, for ¢ # 0 in H=Y/2(T}):

(9" = Oy, vy)r, = 0,

the same applies by definition if ¢ = 0. with a analogous argument as in Lemma
1.6 we conclude that
anuw* = 90* in H_l/2<Fi),

then (1.12) is reduced to, for v € H/2(T})

<anu‘P* - gN’ _U'(Z))Fobs = 07
using Lemma 1.6 we obtain that

Only+ = gn In H_l/Q(FDbS),

and then wu,- solves:
—Auy = 0 in €
U Jp on 'y
On U gN on 'y

*

anucp* = SD on Fl 5

this is, u,+ is the unique solution of the Cauchy problem (1.1).
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On the other hand, we have proved that dyuy = ¢* = dqu,- in H-Y2(T}), so,
Uy+ Solves:
—Auys = 0 in )

anuw* = 9N on 1_‘obs
OnlUy» = ¢~ on I}
Uy = P* on I4.

Taking w := uy- — u,- € HY(Q), we have

—Aw = 0 in Q
Ohw = 0  on 01,

this implies uy = u,« +C with C' € R and therefore the pair (¢*,*) is a minimizer
of the Kohn-Vogelius functional: IC(p*,¢*) = 0.

In order to obtain the weak convergence u,: — u,-, we first notice that, as
(¢, 1) is bounded in H™'/2(I'y) x HY/2(T;), then the sequences (up: , uy ) are bounded
in H'(2), therefore there exists (u,us) € HY(Q) x H'(Q) such that

Ugpr — Uy and wy: — ug,

weakly in H'(Q2). By weak-continuity of trace and normal derivative operators and
the uniqueness of the weak limit, we conclude that u; = Uy = U, and ug = uy~ O

Finally, we have the following result about the minimizing sequences of KC:

Proposition 1.8 For any (gn, gp) € H™Y2(Tops) xHY2(T o), let (¢n, n) € HV2(T})x
H'Y2(T}) a minimizing sequence of K. Then (@, ) is a pseudo-solution of (1.8).

Proor. Let us take a minimizing sequence for KC.For t € R and (p, ) € H™V/2(T}) x
H'/2(T;), we have

1 1
K((ens tn) + (e, 1)) = §’uson+t<p - “%Hlﬁ’%{l(ﬂ) = §|U<pn — Uy, +1(vy — Uw)|1211<9)
1 t2

= 5’%” - an\%ql(m + 5’% - Uwh?{l(g)

‘H/v(uwn —uy,) - V (v, —vy)dz
Q

1|u — Uy, |? —I—ﬁ|v — vyl
T glen ¥n IHH(Q) o 17 PIHY(Q)

+t a((SOm wn)’ (907 ¢)) - 6(907 w)

Notice that this expression can be seen as the polynomial at?> + bt + ¢ and should
be greater than 0 by the positiveness of the K functional. Thus, we must have
b* — 4ac < 0 or equivalently

1 1
(CL((%, 'lvbn)a (907 ¢)) - E(SOv 77ZJ))2 —4 §|Us0 - U¢|12{1(Q) §|U<Pn o ui/’nl%ll(Q) <0,
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for all (¢,v) € HV2(T;) x HY2(I';). This leads

(a((pn, ), (0, 9)) = Uy, W)Q <C H(@v1/})”2H*1/2(F1)XH1/2(I}) g, — ul/)n|2H1(Q)

and finally

(a((wn, wn>7 ((pa w» _ g(@? W)Q
”(907w>”2H71/2(Fi)XH1/2(Fi)

V(p,9) € H™V2(Iy) x HY2(I), < CK(en, ¥n).-

We conclude taking supremum over (p,1)) € H™Y/2(I';) x H/2(T;) and passing to the
limit when n — oo. ]

Remark Using this result with Proposition 1.7 we conclude that, if we have a
bounded minimizing sequence (@, ¥, ), of the functional I, then, the Cauchy prob-
lem (1.1) has a solution and we have the weak convergence w,, — e, as n — 0.

1.2.2 The Regularized Functional . and its properties.

As mentioned above, it may be possible that our minimization problem does not have
solution due to the lack of coercivity of the Kohn-Vogelius functional. Additionally,
as recalled in Section 1.1, the data completion problem is ill-posed in the sense that,
in case of the existence of solution, there is not a continuous dependence on the
given data. Thus, any little error in the measurement of the data (which is natural
in any application) could lead to a big error in the obtained solution in relation with
the real one (see [18, 55] for details).

In order to overcome these difficulties, we can consider a regularization of the
considered functional. In our case, we will consider a Tikhonov reqularization, which,
roughly speaking, allows us to get coerciveness to the new functional and a better
behavior with respect to noisy data. There is an extensive literature related to
this type of regularization: we recommend (as we followed this approach) the book
of Engl et al. [48] which describes in detail and in full generality the considered
regularization.

Hence, let us consider now the regularized Kohn-Vogelius functional K. : H=Y/2(T;) x
HY2(T;) — R given by
Keo,) = Ko 9) + = (ol + loullioey ) = K0, %) + Sl 0ps 00 i e
(1.13)
where K is the previous Kohn-Vogelius functional given by (1.6). The regularizing
term adds coerciveness to the functional which leads to important advantages. For
example, we can always obtain a pair (¢f, ) which minimizes .. The immediate
question is how can we relate this optimal pair to the possible optimal pair (¢*, ")
of K. We will explore in this section several properties of the regularized functional
IC. and we start with a list of basic ones.
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Proposition 1.9 Given ¢ > 0, the functional K. satisfies the following properties.

1. K.(p,v) is continuous, strictly conver and coercive in H™Y/2(I;) x HY2(T}).
Therefore, there exists

(@Z,97f) = argmin K. (p, 9).
(p,2)

2. The optimality condition for (¢X,¥k) to be a minimizer of K. is: for all (@, QZ) €
H=Y2(Iy) x HY2(T),

al(?,02), (8,9)) + e - bl(9hv0), (3,9) = (@, ¥) (1.14)
where a(-,-) and {(-) are previously defined by (1.9) and b(-,-) is defined by:

b((@b ¢1)7 (9027 1/}2)) = ((UQDNU?/H)? (Usoza U¢2))H1(Q)XH1(Q)' (1'15)

3. The bilinear form b defines an inner product in H='/2(T}) x HY?(T;) which
assoctated norm is equivalent to the standard one in that space.

Proor. We prove each statement:

1. The continuity and convexity are obvious. In order to see that K. is coercive,
let us suppose it is not. Then, there exists a sequence (¢,, ¥, ), and a constant
C > 0 such that:

nh_{{.lo H(Qpn:¢n)HH*1/2(Fi)><H1/2(Fi) =400 and  K.(pn, ¢n) < C.

This implies ||v,, ||a1 @) < C and ||vy, ||n1 ) < C for all n which, by the conti-
nuity of trace and normal derivative operators, implies ||(¥n, ¥n )|l n-1/2(r) xmr/2(r;) <
C which is in contradiction with the original assumption.

The existence of minimizers comes from the continuity, convexity and coer-
civeness of . (see, e.g., |28, Chapter 3|).

2. As in the proof of Proposition 1.4, the result comes from a standard compu-
tation.

3. The fact that b defines an inner product is immediate from its bilinearity and
the well-posedness of the problems solved by v, and v,;. The equivalence of
norms comes from the continuity of the trace and normal derivative operator
and the well-posedness of the problems solved by v, and v,.

O
In the case when (gp, gn) is compatible, we have the following convergence result:

Theorem 1.10 Let us suppose that (gp, gn) is compatible data related to ue, and
let us denote by u,: the function associated with o minimizer of K.. Then

lliI(l) ||u@; — uea}HHl(Q) = 0. (]_]_6)
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1.2. Theoretical results concerning the data completion problem

Proor. Let us recall that

€ v s .
Kelp,v) = Klp. ¥) + Sl (v, vy and  (gf, %) = ar(gljfpl)ln Ke(p, )
@5

and let us define e, := Onliey|r, and Ve, 1= Uey|r,. Notice that we have KC(pey, Vo) =
0 and K(@:7¢:) < K€(¢:7¢:) < K:s(@emﬂ/}em) = %H(U809x7 U%x)H%Hl(Q))2' This implies:

o) < (g sy + 0w ey ) (1.17)

) (1.18)

U — Uy

2 2 2
ver i) + el < 1V @) + Ve
Now, let us consider an arbitrary sequence of positive numbers (g,), such that

lim ¢, = 0. From (1.18) we have that the sequences (vy: )., and (vy: )., are
n—0o0 n €n

bounded in H'(Q2). Then there exist subsequences, which will be denoted as the
original sequences, such that vy, — v+ and vy: — vy+ in H(Q). This implies

— ,9D 9D — — 9N gN —
Ugs = Up" + Vs — U~ + Vpr = Upx  aNd Uyr = Ug" + Vyy — Up" + Vyr = Uy».

Moreover, by (1.17), letting n — oo, we have, for C' € R: u, = uy + C = uy=4c.

By continuity of trace and normal derivative trace operator, we have: v-«|r,, = 0
and Onvy+Ir,,, = 0. Then ue+|r,,, = gp and dnuy+[r,,, = gy and, since nue-|r,,, =
Ony+|r,,. = gn, the function u,- € H(Q) satisfies
—Auy, = 0 in
Upx = 9D on [gps
anuﬂa* = 9N on [pps.

therefore, by uniqueness of the Cauchy problem, we have u,« = u., and, in particu-
lar, uy+ = te, + C for some C' € R.

So, we have now:
Ups = Uy ANd Uy — Uy + C. (1.19)

In order to obtain the strong convergence let us prove first the strong convergence
of Vgpr 10 U, = Vpr = Ups — UIP = Uey — uP. To this notice that

* * €n
Ke. (@2, 92,) < Ke\ (@ex, Yeu + C) = ?”<v¢517 UweerC)"%Hl(Q))?'

Hence,
limsup ([ (ver vy )@@z < [ (Vpews Vg + Ol ))2-

This result with the weak convergences (1.19) gives the desired strong convergence,
which implies the desired result up to a subsequence. A standard argument by
contradiction gives the result for the full sequence. O]

Remark We can note that we also have, for some C' € R,

Ups — Uey + C in HY(Q).
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1.2. Theoretical results concerning the data completion problem

We now prove a series of properties to our considered functionals when they are
considered as functions of the regularizing parameter . This properties will be useful
for next sections in which our aim will be to define a regularizing parameter ¢ such
that we can obtain convergence properties when the data (gn, gp) is polluted with
noise. In order to obtain uniqueness of such a choice, we need to have for example,
monotony of the functionals involved when they are considered as a functions of ¢.

Proposition 1.11 Let (¢?, ) € H™Y2(Iy) x HY2(Iy) the minimizer of K.. We
have the following statements.

1. The application F : ¢ — (u%,uw;) € HY(Q) x HY(Q) is continuous for e > 0
and, if the data (gn, gp) is compatible, it could be continuously extended to 0
with F(0) = (st ).

2. The application F is (at least) in C*((0,00), H () x H'(Q)). Its derivative is
given by F'() = (vgr, vy, ) where the pair (oL, L) € H-Y3(Ty) x HY2(TY) is the
unique solution of

a((g,0), (0, ¥)) + eb((el, ¥0), (@, 1)) = —bl(e, ¥e), (¢, 9)),
V(p,¥) € H™V2(Iy) x HY*(Ty). (1.20)
Their second derivative is given by F" () = (v, vyr) where the pair (@2, 97) €
H=Y2(T;) x HY2(T)) is the unique solution of

a((l, 9), (0, 9) +eb((l, D), (@, 9)) = =2+ b((#L, L), (0, 9)),
V(p,v) € H-VA(Iy) x HY2(Ty). (1.21)

3. The map € — %|u% — U %{1(9) 18 strictly increasing for € > 0.
4. The map € — 3| (vgr, vys) ||%{1(Q)XH1(Q) is decreasing for € > 0.

%{1(9) + £]| (vpr, vys) H%l(Q)XHl(Q) is increasing for

5. The map & — Llupr — wy:
e > 0.

6. If the data (gn, gp) is compatible, the map & — 1| (up: — Ueq, Uypr — Uez) ||%I1(Q)><H1(Q)
18 increasing for € > 0.

PrROOF. Let us prove each statement.!

1. To prove the continuity, let A € R such that € + h > 0, we have to prove that

lugr,,, = tgrs gz, — w2 —— 0.

Then, let us consider the optimal pairs (¢Z,,,v¢%,,) and (%, 9}). Subtracting
the optimality conditions of both pairs, we obtain, for all (¢,v) € H/2(T}) x
H'2(T),

a((pZyn — 0L, — 0, (9, 0) + e - (@i — @5, V2 — V2, (0, 9))
= —h-b((ipn — P Vi — VD), (0, 9)).

n this proof we use the notation (H*(£2))? := H'(Q) x H(Q) for readers convenience.
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1.2. Theoretical results concerning the data completion problem

Choosing ¢ := ¢!, — ¢! and ¢ := Y7, — 7, we get:

2
(H'(2))?

2
vz, — Vpr — (Vyr,, — V) i) + €l (Vg2 — Vor, Uy, — vy
= _h ' ((/U‘PZ_H—L’ ,Uw:+h)’ (ULP:_‘_}Z_W; ’ vw:+h—¢§ ))(Hl (Q))2 :

Now, notice we have

[((Vgr, 5 vpr,, ) (Vg —rs Ve~ ) )z < (g2, 5 vz, ) @ o))

[(Vgr, e Vur, v )l @ )2

which gives

1]

€

1z, = vers vz, = Vo)l oz < ez, vuz ) a2

(g, = Vgzs vuz,, = Vo)l 2

and then

I

@y < e, vur,, )l ar 2

(v, , = Ver, Vg2, — Vyz)
Moreover, by definition of .},

2 * *
Pey 7U eth — € et+h) Vet — & ) .
(e + M)l (ver,, > vur, i) < Kepn(@Zin, ¥2n) < Ketn(0,0)
Noticing that

1
Ketn(0,0) = §|U3D —uf[fug) < C (||9D||12{1/2(p0bs) + ||gN”%I*1/2(I‘0bS)> ;

we obtain

1o, = vz vury, = vpe)llam@e < gz, o0, )l

1]
< <||9D||12{1/2(F0b5) + ||9N||12{—1/2(p0bs)> m m 0, (1.22)

which concludes the proof.

2. First, the existence and uniqueness of the solution (y.,v!) € H™Y3(I) x
H'/2(T}) of Problem (1.20) is due to Lax-Milgram theorem. Indeed, the conti-
nuity of the bilinear form a(-, -)+¢b(-, -) and of the linear form —b ((¢Z, %), (+,))
are due to the well-posedness of the problems solved by v, and v, and the con-
tinuity of a(-,-) +¢&b(-, ) is due to the continuity of trace operator and normal
derivative operator.

Now, let us prove that the derivative of the function F'is F'(g) = (vyr, vyr).
For this, let h € R such that € + h > 0. From the optimality conditions for
(%, 9F) and (%, ,,9¥%,,) and the condition satisfied from (¢”,1).), we obtain

a((‘ﬁ;-h - (20: - htpfs» ¢:+h - ¢: - h¢;)7 (QD, ¢))
+ - 0((piyp — 08 — hipl, 02, — U — hall), (0,9))
=h- b((g@i - 90;-1-}17 w: - w:—&—h)a (907 7/)))
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1.2. Theoretical results concerning the data completion problem

Taking ¢ 1= @I, —pi—hegl and ¢ 1= ¢Z , = —hy., we use Holder inequality
on the right side to get
(g, —pr—nor — W, —vi—nwe i (@) T € Wz, —pr—nets vz, —vz—not) (i @)
< P (vpr—gr, s Vor—yr, Il @z 1(Ver, , —or—ners Voz sz —npr) || a1 ())2

and then,

logr,—pz—non Vo, —ve—nuzllanne < llver—gr, s vuz—vr,, o @z

Hence, using the previous bound (1.22), we obtain

gz, =tz = hvgy, uy: =ty = hog || @)
A A h?
<—C =C — 0.
T € eVe+h £2y/e + h h—0
To conclude, the continuity of the application F” follows an identical proof of

the continuity of F' and the proof for F"'(¢,1) = (vyr,vyr) is analog to the
first derivative case.

3. Letus call g(e) := §lug: —uy:[fnq) = 31V (ugr —uy;) (2(q))e- We have, thanks

to the optimality condition for (¢f, ) and the system solved by (¢, v7),

g€ = (Vl{ug —uy), V(vg — vy)) a2
= a((ef, ¥2), (0L, ¥0)) — L, vr)
= &= a((gdaa w;)v (90/55 %)) + e b((@laa w;% (SO(/m ¢;>>

_ E/QWU%—vw?+e2||(v%,%)||§Hl(m)g.

So, ¢'(¢) > 0 if € > 0 and we conclude.
4. Let us call G(g) := £ (vge, vy;z)

|G (qy2- We have:

G'(g) = ((Vgr, vy ), (Vgr, vy )) )2 = b((9F, ¥2), (WL, Y1)

So, G'(¢) < 0 and we conclude.
5. Let us call h(e) := K. (g%, ¢). From the previous computations, we have

2>0.

1
h,(g) - g((@; ¢:)7 (90;77/);)) - 6(90;7 ¢£¢) +e- b((¢:7¢;)7 (90;777/}2)2+§HU902’ Uy

-~

=0

So, h/(¢) > 0 and we conclude.

6. Let us call H(e) := 3|[up: — e, Uyr — Ues||F1 ()2~ We have

H'(e) = ((upr — Uea, Upr — Uea), (Vgr, Ve ) (111 ()25

H'(e) = lvg, vyl a2 + (Wpr = Uers s — Uea), (0, Vyr)) 1 ()2
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1.2. Theoretical results concerning the data completion problem

Then, we have:

eH"(e) = ell(vgr, vyl e — allel ¥2),
_2b(( Spexaq/) wex) (SQmW))
= SII(UsoganE)II( 2H'(e) — al(@Z, ¥7), (¢Z, 7))
= fll(%;avwg)H( — 2H'(e) +0((¢z, ¥7), (L, )
= 5||<U<P'E7U¢2)H(H1(Q — 2H'(e) + —ea((¢L, 1), (@2, ¥))
—625((902»W) (%a?ﬂ'/))
= —2H’(€§+€\(%' %E)H(Hl pe € 20((¢c, o), (L, ¢0))

(0l 97))

= —2H'(e) + 3 - &||(vpr, vy ) 174 (11 ()2
So, we obtain (e2H(¢)) = e(eH" (s + 2H'(¢))) = 3 - 5||(v%,v¢é)||%H1(Q))2 >0
which implies that the function € — ¢>H’(¢) is increasing. Moreover,
2H/(€)] = (g — e, gz —tee). (0 vyl < O telliay — 0.
Therefore H'(¢) > 0 and we conclude.
0

The following theorem relates the sequence of optimal values (¢*,9¥) of K. with
the functional .

Theorem 1.12 For each ¢ > 0, let (p*, ) € HV2(I}) x HY2(T;) the minimizer
of K.. The sequence (¢, ¢*). (¢ — 0) defines a minimizing sequence of K and
therefore a defines a pseudo-solution of (1.2). If (¢, ¥?). is bounded, then this
sequence converges in H™V/2(T';) x HY2(Iy) to (¢*,¢*) minimizer of K.

Proor. For all € > 0, by definition of (¢¥,}) = argmin K. (¢, 1),

0 < K(p%, ¥8) < Ko(05,97) < Ka(pu ), Y(p,v) € HTYHTY) x HYA(TY).

Moreover, by definition of an infimum, for n > 0, there exists (p,,¥,) € H™/2(I;) x
H'/2(I;) such that K(g,,,) < 2. Inserting this pair in the first inequality, we have

€ n
0 < K(Soeﬂqu) ) < IC (@5777D ) < ’C (9077’1/}77) — 2”(”%7”%)”%{1(9) + 5

Taking ¢* > 0 sufficiently small such that %H(v%,v%)ﬂﬁlm) < 4 for all € € (0,e%),
we have:

0 < Klph, 67) < Kol v) <, Ve € (0,6,

Hence,
K@t i) — 0 (and Ka(,0) — 0).

Let us now assume that the sequence (@I, ¥¥). is bounded. Then, given any
sequence (e,), such that e, — 0, we have from Proposition 1.7 that (p} 7 ) —
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1.3. Theoretical results concerning the data completion problem with noise

(¢*,¥*) weakly in H7V2(Ty) x HY2(I';), where (p*,1*) is the minimizer of . In
order to obtain the strong convergence, notice that

En * * * * * * €n * *
0< EH(SDSnvwsn)H% < ICEn(SDEn7z/}En) < ]an(QO ﬂb ) = 7“(90 7w )”27
and then, passing to the lim sup,
limsup [ (¢Z,, V2o < 1", 97)[lo.

]

Remark As we obtain the existence of a minimizer (¢*,1*) of I, we have the
existence of a solution ., € H'(Q2) of the Cauchy problem. Therefore we also have,
from Theorem 1.10 the strong convergence g — ue, in H'(Q2) as e — 0. Moreover,
thanks to Proposition 1.11 part 6, this convergence is monotone.

1.3 Theoretical results concerning the data comple-
tion problem with noise

Let us consider again a given Cauchy pair (gn, gp) € H™V/2(Igps) x HY?(T'4p) that
may be compatible or not. As one can expect, in real situations, the data (g, gp)
cannot be measured with complete precision: noise is intrinsically attached with any
measurement method. So we just can expect to obtain (g%, %)) as a measured data
which we will assume that satisfy the following condition:

lgp — 9bllurzw,,,) + lav — & llu-1r2,,,) < 6, (1.23)

where ¢ is the amplitude of noise on the data. Moreover, notice that we do not know
if the associated noisy data (g%, ¢%) is compatible or not.

In the following, we explore the convergence of some minimizers of the Kohn-
Vogelius functional K. associated to noisy data to the minimum of the same func-
tional without noise and also, when it is possible, to the solution of our Cauchy
problem. For this we will need to consider the following notation: when we have
noisy data (g%, 9%), we consider the Kohn-Vogelius functional associated with the
noisy data

1 5 5
Cole0) =5 [ [Vuh - vl
Q
their regularization (noticing that the regularization term remains unchanged),
5
’Cg(% Y) = ’Cé(% ¥) + 5”(%7 U1ZJ)H12{1(Q)><H1(Q)>

and the associated minimizers (¢! 5,97 ;). Also, we consider the linear form % asso-
ciated with the optimality condition for (¢? 5, ¥Z 5) and we will introduce d¢® := 0 —¢
which is the linear form associated with (dgy,dgp) := (9% —9gn, 95 —gp). We finally
recall that (¢f,¢) := argmin IC.(p, ¢0). Moreover, if (g, gp) is compatible, we note

(", ¥") := argmin K(, ¥).
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1.3. Theoretical results concerning the data completion problem with noise

1.3.1 A convergence result

The most important result, in order to obtain the desired convergence from noisy
data to the solution of our problem, is the following:

Proposition 1.13 We have

(1.24)

Rk

(2, ¥2) = (L5, VE s lu-1r20y) xmrrz ey < C

Proor. First, notice that

A¥(e.) = (€ = 0(.0) = ([ 7 (wrmsb ) 9 0, — ) )
Q
< [ — uN g [0, — vyline) < C 8o, = vyline)

Let us take ¢ := ¢f s —¢r and zZ =7 s — 7 in the optimality conditions associated
with (gn, gp) and (g%, ¢%) and subtract the obtained equations, to get
Hence, B
g — vzl + el @Yl < C -6 Jvg —vglme)
and, since a® + b > 2ab,
[vp = vglin ) + €l Bl = 2VE [y — vglmy 1. 9lb-
Joining the previous results, we obtain:

)
HSO wa ||(ps6 9057 £,0 w Hb = \/E’

which gives the result by the equivalence of norms ||- ||y and || - [lg-1/2(r,) xmi/zry)- O

In the case of the compatibility of the data (gn, gp), we can deduce the following
result, which states in a very general way the conditions that the regularization
parameter € must meet in order to have convergence in the noisy case.

Corollary 1.14 Given (gn,gp) compatible data associated with exact solution (p*,*).
Let us consider € = ¢(J) such that

(lslil(l) e(0) =0 and }513(1) 7 =0. (1.25)

Then, we have:

L [[(02 5 925) = (¢75 ) l-r/2(my s 2ry) = 0-

Proor. This result is direct from the triangle inequality, theorem 1.12 and proposi-
tion 1.13. O
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1.3.2 Strategy for choosing ¢

The last result gives us a guide on how our reqularization parameter € should be
chosen in order to have convergence to the real solution (when it exists) in the
noisy case. However, these conditions are general and do not respond to any precise
objective. In this section we explore a well-known criterion for choosing the regular-
ization parameter € based on the definition of a discrepancy measure: the so-called
Morozov discrepancy principle (see |48] for more details in the general regularization
of inverse problems context). We follow the same strategy as Ben Belgacem et al.
in |20] which is in fact natural with our strategy of considering the Kohn-Vogelius
functional as the core of our work. Notice that we will consider the choice of our
parameter depending on the noise level § and into the noisy data (g%, ¢%), this is
e = ¢(6,(9%,9%)). This is called a a-posteriori choice parameter rule. One may
consider a a-priori choice parameter rule which is only based on the noise, this is
e = ¢(0). However, in order to obtain optimal order of convergence, one must have
some abstract smoothness conditions on the real solution which is, in our opinion,
unrealistic in our setting. The interested reader can see [48]| for more details on
those strategies.

First, let us assume that our problem has a solution, i.e. the Kohn-Vogelius
functional K associated with the compatible data (g, gp) has a minimizer (¢*, ¥*).
Let us define the discrepancy measure as the error in the Kohn-Vogelius functional
with noisy data when we evaluate it on the solution of our problem, this is:

1 ) S
et =5 [k - vk = [ e - v,
Q

6

where the second equality is obtalned by rewriting u D= ug p=9DFID

= uf?” + ul?,
with an analogous expression for uw* and expanding and imposing the optimality
condition for each term. Now, from the well-posedness of the problems associated

with 43 and u5?Y and using (1.23) we obtain:

Ko (i / IVug?? — Vud™ > < ¢ 62, (1.26)

Keeping this in mind, we redefine the noise amount to X°(¢*,¢*) = §2 and we will
consider the discrepancy principle based on this notion of noise. Notice that this
consideration basically says we will consider, for the discrepancy principle, that the
noise level will be taken in a sort of H' x H' seminorm in Q instead of an H'/2 x H~1/2
norm in the unaccessible boundary TI7.

In Proposition 1.11 part 3, we have proved that the application & — IC‘s(goj’é, ()
is strictly increasing and therefore injective. Moreover, it is easy to see that if
e € [0,00) then K2(¢Z4,9%5) € [0,K°(0,0)). Now, let us assume that there exists
7 > 1 such that 76% € [0,K°(0,0)). This demand is natural as we expect that the
data we have is not of the same order as the noise. Indeed, if this is the case, we
can simply take (¢*,1*) = (0,0) as the exact solution. So, the discrepancy principle
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1.3. Theoretical results concerning the data completion problem with noise

consists, in our case on choosing € such that
e=sup{e: K'(¢lsrs) <70}, (1.27)

The idea of choosing the sup is based on the fact that a small regularization pa-
rameter involves less stability, so the natural strategy is to choose the biggest reg-
ularization parameter such that the discrepancy is in the order of the noise. The
injectivity and increasing monotonicity of the application K? implies that ¢ is simply
the parameter such that

K (925, 015) = 0% (1.28)

Remark It is important to notice that the ‘redefinition’ of the noise estimate does
not involve, for real computations, the knowledge of the real solution (¢*,1*). In
fact, we only use the real solution in order when we evaluate it into the Kohn-
Vogelius functional with noisy data (g%, g%) obtaining the estimate (1.26). We can
observe that this quantity only depends on constants and the error estimate 9, so,
by assuming that C' < 1 (which is itself a strong assumption, as C' depends on
Poincaré inequality constant and trace theorem constant, this should be analyzed in
detail and is beyond the scope of this work) we can consider K°(¢*,¢*) = §2 as the
error measure between the real and measured data which leads to the discrepancy
principle formulation given by (1.27).

Now let us see that this a posteriori choice parameter rule has (the expected)
convergence properties.

Proposition 1.15 Given (gn,gp) compatible data associated with ezxact solution
(¢*,0%). If we consider the reqularization parameter choice € = &(8, (9%, 9%)) given
by the Morozov discrepancy principle (1.28), then we have

b [[(02 5 925) = (075 0 l-r/2(my s 2ry) = 0-

Proor. Given ¢ computed by the discrepancy principle, this is, given by (1.28). We
have by definition

K2 (¢*, 4p%)

IC?(SO;(% 1/}:,5)
I, vl + K0 (e, )

& 51(els via)lls + K00l ¥2s)

and then using (1.26),

<
<

%II(SOZ’;(;, vl + 752
< 55 vZs)lls = 5e™ )l

1" ) + 62
(1—7)0% <0.

INIA

So, we have:

12 s, wZa)lls < (™, w95, V> 0.

This implies that the sequence (7 5,97 5)s is bounded in (H™/2(I) x HY2(1y), ||« )
(and in (H™Y/2(Ty) x H1/2(Ei>’ | [[a=172(r) xi1/2(ry)) due to the equivalence of norms).
Therefore there exists (@, 1) € H™/2(T';) x HY2(I;) such that (g7 5,17 5)s converges,
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1.3. Theoretical results concerning the data completion problem with noise

up to a subsequence, weakly in H=Y/2(I';) x HY2(I';) to ($,%). On the other side,
taking lim sup in the last inequality we obtain:

limsup ||(¢% 5, V2 5)ll6 < [[(", %) ]s-
6—0

Now, taking the limit in the optimality condition (which is possible due to the con-
tinuity of the restricted continuous bilinear forms) we obtain that (¢, 1) = (¢*,¥*)
and we conclude. O

The following corollary claims that the regularization parameter choice given by
the Morozov discrepancy principle satisfies the conditions of Corollary 1.14.

Corollary 1.16 The regqularization parameter choice given by the Morozov discrep-
ancy principle satisfies

: .0
(151_r>r(1) e(6) =0 and (1$1_I>% v 0.

Proor. The first condition is obvious from the definition of . Let us see the second
limit. From the previous proof, we have:

62 * * * *
0<2(r—1)— <|l(¢" ¥ M=l s U2y = (ver, vy)

|%{1(Q) =l (%:,5, W;,;) ||2H1(Q)-

As 7 > 1 we conclude by using Proposition 1.15. O]
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Chapter 2

Numerical resolution of the data
completion problem

In this chapter we perform a numerical reconstruction of the Dirichlet and Neumann
boundary data in an unaccessible part of the boundary I'; C 02 for an harmonic
function from the Dirichlet and Neumann boundary data in an accessible part I' 55 C
0f). As we have seen in the previous chapter, in order to retrieve the unaccessible
data, we have to minimize the Kohn-Vogelius functional. However, due to the ill-
posedness of the problem, we need to consider a regularization of the functional
via a Tikhonov regularization and we have proved that we have convergence of
the minimizers of the regularized functional to the actual minimizer of the Kohn-
Vogelius functional as the regularization parameter ¢ — 0 even when the data is
polluted by noise. In order to minimize the regularized functional, we will consider
a gradient type algorithm, so, we have to compute the derivatives of the regularized
Kohn-Vogelius functional and determine a descent direction.

We test our algorithm using an explicit harmonic function in two main scenar-
ios: when the boundary portions I'; and I',,s have points in common and when the
boundary portions are completely separated. Such comparisons arises as the regu-
larity theory for the mixed systems asserts that the regularity of the solutions are
different on each case, when the boundaries ‘touches’ between themselves, we have
less regularity and as we will see, the numerical errors are higher. We also test the
algorithm in the case when data corrupted by noise is available, in which case we
observe also an increase of the error between the real solution and the obtained after
the minimization.

This chapter is divided in three sections: In the first one we compute the deriva-
tives of the regularized Kohn-Vogelius functional and we compute descent directions
in order to implement a gradient algorithm. We introduce some adjoint systems
in order to simplify the computation of the descent directions and we conclude an
explicit form of them. In the second section we present the framework of the simula-
tions and the algorithm to be utilized. Finally, in the third section, we perform the
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2.1. Computation of the derivatives of /.

simulations as previously described, this is, exploring the non-noisy and noisy cases
(explaining what ‘noise’ means in our context), and the cases when the boundaries
have common points or not.

We refer to Chapter 1 for the notations. In particular, we recall that €2 is a
bounded connected Lipschitz domain of R? (with d = 2 or d = 3) with boundary
0 which has two components: the nonempty (relatively) open sets T’y and T
such that Ty UT; = 0Q. Then, in order to solve the data completion problem
(1.1), we consider, for a given Cauchy pair (gn,gp) € H/2(Tgs) x HY2(T;) such
that (gn,9p) # (0,0), the following regularized Kohn-Vogelius functional defined on
H=Y2(Ty) x HY2(I;)

1 €
Ke(p,¢) = §/Q|VU§;D — VY 2+ 5 (H%HZHI(Q) + HUTZ)H%U(Q)> )

where uf> € H'(Q) and " € H'(2) are the respective solutions of

—Au = 0 in Q —AuiN = 0 in Q
u = gp on [y, and 0nube = gy on LIy, (2.1)
anUgD = © on Fi, uiN = w on Fi7

0 .0
and where v, := Uy and vy, = Uy

2.1 Computation of the derivatives of /C.

In order to perform the numerical minimization of the regularized functional IC. via
a gradient algorithm we have to compute its derivatives with respect to ¢ and .

Proposition 2.1 For all (p,), (3,7) € HY2(I}) x HY2(I), the partial derivative
of the functional K.(p,1) are given by

oK. -
(0. 0) 1= | (et 0+ wp = ) (22)
e I
and
oK. ~ ~
B0 @) [B] = vy + <00, + Bwn — ), D, (2.3)
where, wy,wp € HY(Q) are the respective solutions of the following adjoint problems:
—Awy = —evy in
dwy = Ou, —gn on I'yys (2.4)
wy = 0 on Fi
and
—Awp = ev, in Q
wp = Up—¢gp on Iy, (2.5)
o,wp = 0 on TIj.
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2.1. Computation of the derivatives of /.

In particular, the directions <95, @Z) c H™/2(Ty) x HY2(Iy) given by:

(Z = w — Up|r; — €U¢’F1 — WpIry, (26)

and B
Y = —vw|n,; (2.7)
with W = ¢ — O, uy|r, — €0,0p|r, — Oywn|r, € H=Y2(I}), are descent directions.

For reader’s convenience, we recall that v, v, € H'(Q) are the respective solutions
of the following problems:

—Av, = 0 in Q —Avy = 0 in
v, = 0 on I'yps and Onty = 0 on I'yps (2.8)
Ohvy, = ¢ onIj vy, = ¥ on Ij.

Proor. Let (p,1), (3,1) € HY/2(T;) x HY2(T;). Easy computations gives

oK.
a0 (v, ) @] = /QW@- (Vu, + eV, — Vuy) +e/gv¢v@ (2.9)
and
oK. ~
W(%?/J) M = /QV%- (Vuy +eVoy, — Vuy) +5/Qv$vw, (2.10)

where vz, v; € H'(Q) are the respective solutions of

_AUJ =0 in
vy on Tops (2.11)
= ’gb on Fi

I
o

Uy
and
—Avz = 0 in 2

v = 0 on I'yps (2.12)

oz = ¢ on I}

Then, using Green formula in the adjoints problem (2.4) and in problem (2.11) and
in the adjoints problem (2.5) and in problem (2.12), we get

/J@,,wN:e/va{l;—l—/ “{E(QN_&/“@)
r; Q r

obs

/gb’wD:a/v@v5+/ O,Uz (gp — Uy)-
T Q I

obs

and

Thus, from the expression (2.9), we get

K. R
o (¢,¢) [ﬂ = auvﬁ (U@‘f‘é?%—ug,)—l—e/vgng = / @(u@—l—ng—uw—i—wl)).
2 89 Q T;
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2.2. Framework of the numerical simulations

With an analogous procedure for (2.10) we obtain (2.3).

Is important to remark that the formula for ¢ should be understood as the repre-
sentative of the natural linear functional associated to the given expression (which is
in H'/2(T;)) in order to be understood in the proper space. For the descent direction

1 we should notice the following, using the W notation:

oK. ~ ~
S = W),

however, from the variational formulation of vy, we have Vu € HY(Q), u|p

=0:

obs

/ Vow - Vu = (W, u),
Q
so, taking u = —uvy,, we obtain
—/ Vol = (W, —ow) <0,
Q

and we conclude. n

2.2  Framework of the numerical simulations

To make the numerical simulations presented here, we use P1 finite elements dis-
cretization to solve the Laplace’s equations (1.7) and (2.8), and Poisson’s equations
(2.4) and (2.5) related to the adjoint states.

The framework is the following: the exterior boundary is assumed to be the
boundary of the square 2 = [—0.5,0.5]x[—0.5, 0.5]. Except when mentioned, we con-
sider here T'yps = ([—0.5,0.5] x {—=0.5})U({—0.5} x [-0.5,0.5]) U ({0.5} x [-0.5,0.5])
and I'; = [-0.5,0.5] x {0.5}. The Cauchy data (gn,gp) will be chosen from explicit
harmonic functions. The inclusion of noise will depend on the test itself and is
described below.

In order to chose a suitable initial guess for the data (¢, 1) into I'; we perform a
sort-of interpolation of the data based on the points p;, p2, where IiNT o4 = {p1, P2 }-
For example, in our case when I is an horizontal line, we define v as follows:

1. If u(py) - u(ps) # 0, then o is the piecewise-polynomial of degree 2 such that:
1)

Y(p u(p1), ¥(p2) = u(p2) and ¥((p1 + p2)/2) = 0.

) -
2. If u(py) - u(p2) = 0, then take ¢ as the linear interpolation between the values
of u(py) and u(ps).

In the case when there are no common points between I',,s and I'; we just simply
put homogeneous boundary conditions as the initial guess, this is (g, o) = (0,0).
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2.3. Simulations

*

In order to update the construction of (¢,1) to approach (¢f, %), we follow a
gradient algorithm, for which the descent directions are given in detail in Proposi-
tion 2.1.

Algorithm

1. Let k = 0. Fix k0, (max. number of iterations) and tol (tolerance), build
(0, 10) as the initial guess of the missing data following the previously men-
tioned strategy.

2. Solve Problems (1.7) with (¢, 1), extract the solutions u, , u,, and compute

IC(SOkﬂﬂk)-
o [f K(g@k,@bk) < tol: STOP.

e Else: continue to next step.
3. Solve Problems (2.4), (2.5) and (2.8) with (4, ¢), extract the solutions v,,,
Uy, WN (@ks Y1) and wp (o, V).

4. Compute the descent directions @, ¢ using formulas (2.6), (2.7) with (5, ¥)
and the solutions given in steps 2 and 3.

5. Update ¢y, = (¢ — 19), Yr < (% - Oéz{ﬂv)-

6. While k < ke and Ko(pp, Yr) — Ko(pr_1, ¥r—1) < tol, get back to the step 2,
k< k+1.

The step lengths «q, s can be set with a line search algorithm (e.g. via Wolfe
conditions or a golden ratio search) or set as fixed parameters. To conclude, we
remark that we have used the finite elements library FREEFEM-++ (see [60]) to
make the simulations. We present several simulations, with or without noise, in the
following sections and comment these results in Section 2.3.3

2.3 Simulations

2.3.1 Simulations without noise

We will explore the behavior of our algorithm for the data completion problem in
two basic situations, when the unaccessible boundary I’ is completely separated
from the accessible boundary Iy, i.e. when Iy NI = () and the opposite case, i.e.
when T NI # (). In all the involved cases we intend to approximate the harmonic
function

u(z,y) =y° — 32%y.
We remark that, in order to be able to perform the case I'pps NI = ), our framework
slightly changes: in this case, Q is the square [—0.5,0.5]? from where we remove a
disk centered in the origin with radius r = 0.25, i.e. Q = [—0.5,0.5]*\ D((0,0),0.25),
and then we consider 'y, = 9 ([—0.5,0.5]%) and T; = 9D((0,0),0.25). We intend
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2.3. Simulations

to explore these two different situations as the regularity of the solutions could be
different, while for the “non touching boundaries” case the regularity results just
follow from classic elliptic regularity results, for the “touching boundaries” case the
regularity becomes a more delicate problem from theoretical and numerical point
of view (see the work of Savaré |75|). However, as explained by Savaré, when the
boundaries in the two-dimensional case have a non-empty intersection with an ‘in-
ternal intersection angle’ less than 7 (in this case, the angle will be 7), we have
regularity estimates for the solution, which in any case are lower in comparison from
the ‘non touching’ case.

_ We summarize the obtained results in Figure 2.1 and Table 2.1 for the case
Lops N T # 0 and in Figure 2.2 and Table 2.2 for the case 'y, N T = 0.

S

| Wi o [

dern:i:‘ére iter: 27 i
T T T T T

Figure 2.1: Case Ly NI # 0

Table 2.1: Touching boundaries, non noisy case.

Case Tpps NI # 0 initial error (k=0) | e=0.1|e=0.01 | £ =0.001

) o [0

e OO e
ijle 2.2: Non touching boundaries, non noisy case.

Case I'ps NI =0 | initial error (k=0) | e =0.1 | ¢ =0.01 | e =0.001

L2(6) el ervor |0 —— 05— o0a7 | 00057 | 0003

L2(Ty) rel. emor |25 e s | oomar | o1

In each case, we obtain a small error between the exact solution and the ap-
proximated solution, which means that the reconstruction of the data (and of the
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/

|
Y 11

demiy‘i'e iter: 17
T T T T

T

Figure 2.2: Case Tos N =10

solution) is effective.

2.3.2 Simulations with noise

The framework here is the same as in the previous section: we explore the same
two different settings with the same harmonic function as the real one. However we
introduce noise into the measurements in the following way for each one: given a
measure ¢ in a region O C 0f2, we introduce the noisy version of g, denoted ¢, as:

9lL2(0)

g’ =gto
[ullL2(0)

where u is a random variable given by an uniform distribution in [—0.5,0.5) and
o > 0 is a scaling parameter. Notice that this definition implies that the data g is
contaminated by some relative error of amplitude ¢ in L*(0). So, the noisy data
into [y will be (¢%,9%). In the following simulations we will consider o = 0.05,
which corresponds to a noise of 5% with respect to the original measurements.

The results are given in Figure 2.3 and Table 2.3 for the case Tops NT; # 0 and in
Figure 2.4 and Table 2.4 for the case 'y, NIy = ().  Here again, the reconstruction

Table 2.3: Touching boundaries, noisy case.

Case Ty NI # 0 initial error (k=0) | ¢ =0.1 | ¢ = 0.01 | ¢ = 0.001
, . 0.0793 0.0220 | 0.0317 | 0.0302

L*(€2) rel. error . 0.1532 0.0874 | 0.0857 | 0.0879
. “p 0.0544 0.0360 | 0.0450 | 0.0476

L#(T) rel. error un 0.1638 0.1034 | 0.0961 | 0.1049

of the data (and of the solution) is effective.
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un| derm.g'te iter: 11
v T T T

1
e

Figure 2.4: Case Tos Ty =10

Table 2.4: Non touching boundaries, noisy case.

Case T pps NIy =00 initial error (k=0) | e =0.1 | e =0.01 | £ =0.001
, D 0.0399 0.0168 | 0.0374 | 0.0095

L*(2) el. error . 0.0245 0.0050 | 0.0375 | 0.0037
2 up 0.0465 0.0255 | 0.0530 | 0.0167

L*(T) rel. error . 0.0156 0.0138 | 0.0138 | 0.0137

2.3.3 Comments on the simulations

From these simulations we can observe that our algorithm is able to approximate
the desired harmonic function into I'; in the considered cases. Is interesting to notice
that the error order is almost one time higher into the case of touching boundaries in
contrast with non-touching boundaries, which is expected as we mentioned before.

63



2.3. Simulations

For the noisy setting, we observe that our algorithm is robust for a reasonable (5%)
amount of noise, as the obtained approximations are with the same order of error in
both cases. We can also observe that the regularization parameter ¢ reveals more
consistent results for the values 1072 and 1073, which is in concordance with the
results obtained in |13].
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Chapter 3

Obstacle detection with incomplete
data via geometrical shape
optimization

In this chapter we perform a numerical reconstruction of an obstacle inside a domain
governed by the Laplace equation only from partial boundary measurements, this
is, from boundary measurements obtained from an accessible part of the boundary.
In order to perform this reconstruction we use a tool from geometrical optimization:
the shape gradient. The shape gradient of a functional allows to estimate how the
functional varies when a normal regular deformation is applied to the boundary of
the obstacle, therefore using this tool we can estimate the directions of perturbations
for which we can deform the obstacle in order to minimize the cost functional.

This chapter is divided in four sections: In the first one we recall the inverse
problem of obstacle detection and we describe this problem when we only have
boundary measurements from the accessible part of the boundary I'y,, C 0f) as
the minimization of an ad-hoc regularized Kohn-Vogelius functional. In the second
section we present the shape derivative definition and we compute the first order
shape derivative of the Kohn-Vogelius functional, with the corresponding adjoint
states which will simplify the numerical implementation of the algorithm. In the
third section we present the framework for the simulations and the algorithm for the
obstacle reconstruction. Finally, in fourth section we perform several simulations
in order to explore the algorithm capacities under some initial configurations and
under the presence of noisy data.
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3.1. The inverse obstacle problem with partial Cauchy data

3.1 The inverse obstacle problem with partial Cauchy
data

Let Q be a bounded connected (at least) Lipschitz open set of RY (with d = 2 or
d = 3) with a boundary 02 which has two components: the nonempty (relatively)
open sets I'pps and Ty, such that Ty UT; = 0Q. We will say that I is the observable
part of 02 where we will be able to obtain measurements on our system, that is the
Cauchy data (gy,gp) € H2(Tgps) x HY?(I'ys), and I'; will be considered as the
inaccessible part of the boundary 02 where we cannot obtain any information of
our system.

Our aim is to detect an unknown object w*, referred as the obstacle, strictly
included in Q from the measurements (gn,gp) on the observable part Iy (see
Figure 3.1 for an illustration of the notations). This object w* will be assumed as a

Fobs

O\w

Figure 3.1: An example domain for the obstacle problem.

bounded regular domain, specifically such that it belongs to the following family of
subsets of

D .= {w CC Q: wis asimply connected open set, Ow is of class W,
d(z,00Q) > dpfor all z € w, Q\W is connected}, (3.1)

where dg is a fixed (small) parameter. Then, for a given nontrivial Cauchy pair
(gn,9p) € HTV2(Tys) x HY2(T4p), we introduce the following inverse problem:

find a set w* € D and a solution v € H' (Q\w*) N CY (Q\F)

of the following overdetermined boundary value problem:

—Au = 0 in Q\w* (3.2)
u = 4gp on Fobs

anu = 9N on I‘obs
u = 0 on w*.

In the literature there exists several references to similar problems for many dif-
ferential operators. Here, we focus on the case of the Laplacian as an example of our
proposed method for a numerical reconstruction. The main novelty of our approach
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3.1. The inverse obstacle problem with partial Cauchy data

is that we do not assume any knowledge on the inaccessible part I';. This means that
we cannot use directly a shape optimization approach by minimizing a shape cost
functional (see for example [3| for the EIT case or [37] for the Stokes case). Indeed,
the definition of a shape functional in order to solve this kind of inverse problems
uses the solution of a well-posed partial differential equation, in particular uses the
data on the whole boundary 02. However, the identifiability result, which claims
that the solution of this inverse problem is unique, does not need any information
on I';. Hence, our aim is to provide a reconstruction method of the object which
respects this identifiability result that we recall below for reader’s convenience' (see
for example [25, Theorem 1.1| or [44, Proposition 4.4, page 87|):

Theorem 3.1 The domain w and the function u that satisfy (3.2) are uniquely
defined by the Cauchy data (gn, gp) # (0,0).

Thus, in order to solve the inverse obstacle problem, that is reconstruct the shape
w*, as a shape optimization problem, our idea is to use the previously explored
inverse problem: the data completion problem, that is reconstruct the function wu.
The idea is to complete the data on the inaccessible part I'; which will permit to
define a shape functional through some boundary value problems. In this chapter
we propose a strategy which integrates the completion of the data and the detection

of the unknown object in order to solve the inverse problem (3.2).

We will now focus on the numerical reconstruction of an unknown object w* (i.e.
the obstacle), included into our domain of study €2, which is characterized by an
homogeneous Dirichlet boundary condition, only from the knowledge of the Cauchy
data (gn,gp) measured into the observable part Iy, of 9€2. In order to study this
initial inverse problem (3.2), we extend the optimization problem (1.2) studied in
Chapter 1 by considering a new unknown: the obstacle w*, this is, by considering
the following optimization problem with an ‘extended’ Kohn-Vogelius functional:

(W* " Y") € argmin K(w, ¢, v) (3.3)
(w,0,0)EDXH~1/2(T;) x HY/2(Ty)

where K is the nonnegative Kohn-Vogelius cost functional defined now by:

Ko ) =3 [ [9006) = Fuofef (3.4

where u,(w) = uf(w) € H'(Q\@) and uy(w) = u)¥(w) € H(Q\w) are redefined
as being the solutions of the following problems

—Augy(w) = 0 in Q\w —Auy(w) = 0 in Q\w
ucp(w) = 9p on Iy and anuw(w) = 9N on Iy

Ontp(w) = ¢ on I} uy(w) = 9 on I}
uy(w) = 0 on Jw uy(w) = 0 on Jw.

(3.5)

!Note that Theorem 3.1 is true only assuming that w has a continuous boundary (see [25,
Theorem 1.1]).
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3.1. The inverse obstacle problem with partial Cauchy data

It is important to recall that, if the inverse problem (3.2) has a solution, then
the identifiability result 3.1 ensures that IC(w, ¢,%) = 0 if and only if (w, ¢, ) =
(w*, »*,9*) (and we can notice that, in this case, ul? = ufﬂ = u where w is the solu-
tion of the Cauchy problem in Q\w*). Thus, from now, we focus on the optimization

problem (3.3).

We also redefine the functions v, := u), and vy := uy, (which also depend on w).
We precise that they satisfy now, respectively

—Av, = 0 in Q\w —Avy = 0 in Q\w
v, = 0 on ['gps Oty = 0 on [y

Oy = ¢ on I} and vy = U on I} (3.6)
v, = 0 on Ow vy, = 0 on Ow.

However, taking into account our previous theoretical study of the data comple-
tion problem in Chapter 1, we have to regularize the Kohn-Vogelius functional A.
Hence, in the following, we will consider, instead of (3.3), the following optimization
problem

(W*, ", ") € argmin K(w, @, 1)
(w,p,0)EDXH~1/2(T;) x HY/2(Ty)
where K. is the nonnegative Kohn-Vogelius cost functional defined by
€
Ke(w,p.9) = Klw, 9, 4) + 5l

1 €
= g Ve el Sl wlfae

(Vg V) ||12{1(Q\w)

where u, € H'(Q\w) and uy, € H'(Q\w) are the respective solutions of Prob-
lems (3.5) and where v, € H'(Q\w) and v, € H(Q\w) are the respective solutions
of Problems (3.6).

Since we want to minimize the functional K., we have to compute this gradient
in order to make a descent method to reconstruct numerically the solution. The
partial derivatives of with respect to ¢ and 1 are given by Proposition 2.1 and we
will compute the shape gradient in the following subsection.

Remark We have to mention that all the results obtained into the study of the data
completion problem in Chapter 1 are extended in this case without any difficulty,
indeed, the convergence theorem 1.10 assures that:

1. * ==
61_1;% Hucpg uexHHl(Q) 07
but the supplementary Dirichlet boundary condition over dw also ensures the con-

vergence:
}jlil(l) ||U¢; — Uex“Hl(Q) =0.
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3.2 Shape derivative of the Kohn-Vogelius functional

We recall that the set of admissible geometries D is given by (3.1). We also define
(24, an open set with a C"° boundary such that

{z € Q; d(z,00) > do/2} C Qq, C {x € Q; d(z,00) > do/3}.

In order to define the shape derivatives, we will use the wvelocity method introduced
by Murat and Simon in [69]. To this end, we need to introduce the following space
of admissible deformations

U:={VeW>R%); Supp V C Qq, } .
In particular we are interested in the shape gradient of K. defined by

DE.(w) -V :=lim £ (@+ V)W) = Kelw)

t—0 t

We remark that in this section we will omit the dependence with respect to ¢ and
Y of the functional .. We will write K (w) instead of K (w,p,?). For details
concerning the differentiation with respect to the domain, we refer to the papers
of Simon |78, 79| and the books of Henrot and Pierre [61] and of Sokotowski and
Zolésio [81].

We consider a domain w € D. Then, we have the following proposition.

Proposition 3.2 (First order shape derivative of the functional) For V' € U, the
reqularized Kohn-Vogelius cost functional IC. is differentiable at w in the direction
V' with

1
DE.(Q\w) -V = —/ (Onpy - Ontly + Onply - Onvy,)(V - m) + 3
Ow Ow

[Vwl* (V- n)

— /a (OnpD - Onliy + Onph - Onty)(V - m)

5

+ 5/ (Vv |* + [V |* + [vp]? + |vp[*)(V - n), (3.7)
Ow

where w := uy, —uy and where py, P, pY, p € HY(Q\@) are the respective solutions

of the following adjoint states

—Ap% = 0 in Q\w —-Ap}y = —ev, in Q\w
qu\/’ = gD — Uy on 1—‘obs Plfv = 0 on Fobs (3 8)
ooy = 0 on I Onpy = 0 on I} '
pr = 0 on Ow, P = 0 on Ow
and
—Apt, = 0 in Q\w —Ap}, = —evy  in QN\w
Onpt, = 0 on I'yps Onp}, = 0 on I'yps (3.9)
pp = Y —u, on Ij ph = €Y on [} '
pp = 0 on Jw, pp = 0 on Ow.
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3.2. Shape derivative of the Kohn-Vogelius functional

Proor. First, notice that the existence of the shape derivatives u,, vl uy, v, €
H'(Q\w) is standard and is based on Implicit function theorem. We refer to [61,
Chapter 5] for details (see also [14] for example). Moreover, these shape derivatives
are respectively characterized as the solution of the following problems (see again [61,
Chapter 5|):

—Au, = 0 in Q\w —Av, = 0 in Q\w
u:D = 0 on I',ps Ulw = 0 on I'yps
anufp =0 on Fi anv:p = 0 on Fi
u, = —0Ohuy,(V-n) on dw, v, = —0Onve(V-m) on dw
(3.10)
and
—Auy, = 0 in Q\w —Avy, = 0 in Q\w
Onty, = 0 on I'ps vy = 0 on I' s
uib =0 on I Uip = 0 on I}
u, = —0Oquy(V-n) on dw, vy = —0Ohvy(V-m)  on Jw.
(3.11)

Introducing w := u, — uy and W' := u/, — uy,, we use Hadamard formula (see [61,
Theorem 5.2.2|) to get

1
DK.(Q\@) -V = Vu' - Vw + —/ |Vw|* (V - n)
AN\w 2 Ow
+5/ (Vuy, - Vo, + Vo, - Voy + 0, v, + vy, vy)
o\@

9
# 5 [ (V0P T0al ol o) (V)

Using Green formula into the variational formulation of (3.8) and (3.10) and of (3.9)
and (3.11) respectively, we obtain:

Vuw - Vu, +5/ (V) - Vo, + vy, - v,) = —/ Onp% - Onuy(V - )
AN\w Q\w Ow

— / Onpy - On¥p(V - n)
Ow

and
— Vw-Vuib—l—e/ (Vuy, - Yoy 4 v), - vy) :—/ Onpp - Onty(V - 1)
O\w QO\w ow
— | Onph - Onvy(V - n),
Ow
which concludes the proof. O]

70



3.3. Framework for the numerical simulations

3.3 Framework for the numerical simulations

Theorem 2 in [3] explains the difficulties encountered to solve numerically the re-
construction of w. Indeed, the shape gradient has not an uniform sensitivity with
respect to the deformation direction. Hence, since the problem is severely ill-posed,
we need some regularization methods to solve it numerically, for example by adding
to the functional a penalization in terms of the perimeter (see 29| or |43]). Here,
we choose to make a regularization by parametrization using a parametric model of
shape variations.

As before, all the involved systems will be discretized using P1 finite elements.
The framework will be the same as in Section 2.2 for the domain {2 and the bound-
aries [',ps and I';. The real object w* will be detailed on each simulation, as well
as their initial guess wy. In order to have a suitable pair of Cauchy data and real
domain w*, we will use synthetic data: we fix a shape w*, we solve the Laplace’s
equation in Q\w* with an explicit gp (we will use gp(z,y) = y> — 3z2y) over 90
and homogeneous Dirichlet boundary condition over dw using another finite ele-
ments method (here a P2 finite elements discretization) and we extract the Cauchy
data gy by computing the value O,u on T'yps.

For the obstacle numerical reconstruction, we follow the same strategy than in [3]
or in [37] that we recall for readers convenience. We restrict ourselves to star-shaped
domains and use polar coordinates for parametrization: the boundary dw of the
object can be then parametrized by

aw:{(zg)ww)(?jg), 96[0,%)},

where zg,y0 € R and where r is a C! function, 27-periodic and without double
point. Taking into account of the ill-posedness of the problem, we approximate the
polar radius r by its truncated Fourier series

N
rn(0) = a) + Za,iv cos(k6) + by sin(k6),
k=1

for the numerical simulations. Indeed this regularization by projection permits to
remove high frequencies generated by cos(kf) and sin(kf) for k >> 1, for which
the functional is degenerated. Then, the unknown shape is entirely defined by
the coefficients (a;,b;). Hence, for k = 1,..., N, the corresponding deformation
directions are respectively,

1 0 cos
V= V;vo = ( 0 ) ) Vo= Vyo = ( 1 ) s V3(9) = Vao<0) = ( sin @ ) )

cos 6
sin 6

Voro(6):= Vo (6) = cos(kh) ( ) Vais(0) =V, (6) :=sin(k6) ( cos ) ,

sin 6
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3.3. Framework for the numerical simulations

6 € [0,2m). The gradient is then computed component by component using its
characterization (see Proposition 5.1, formula (5.2)):

(vzca(a\w))k — DK.(O\®)- Vi,  k=1,...,2N +3.

3.3.1 Algorithm

The algorithm in this part is basically the same as the one for the data completion
problem: we follow again a scheme of gradient algorithm but now we include also
the modification of the shape of w, so, it should be updated on each iteration by the
value of the shape derivative of our functional on each direction considered in the
parametrization of w.

Algorithm

1. Let £ = 0. Fix k0, (max. number of iterations) and tol (tolerance), build
(0, 10) as the initial guess of the missing data following the strategy mentioned
in Section 2.2 and fix wy.

2. Solve problems (3.5) and (3.6) with (wy, @k, V%), extract the solutions
u%(wk, Pk, 77Z)l<:) = u¢k,U§V(Wk, Pk ¢k> = Uy, U%(wkv Pk @ij) = Vpy»
VR (W, Pk, Yr) = vy, and compute K(wy, o, ¥r).
o If IC(wk, Pk, wk) < tol: STOP.

e Else: continue to next step.

3. Solve problems (2.4), (2.5) (defined into © \ @y with homogeneous Dirichlet
condition over dw), (3.8) and (3.9) with (wk, ¢k, ¥x), extract the solutions
WN (Wky ks Yi)s WD(Whs Pks Vi), PH(Wks Pk Vk)s PR(Why P8y Vi), PB (W, Pk, V)
and pi (W, @k, Yr)-

4. Compute the descent directions @, @Z using formulas (2.6), (2.7) with (g, V)
and the solutions given in steps 2 and 3.

5. Compute V(92 \ wy) using formula (5.2),

6. Update Pg (g@k — alﬁ), ’g/]k — (’g/)k — Oéz@Z), W < Wi — a3VIC5(Q \w_k)

7. While k < ke and Ko (k, Ur) — Ke(pr_1,¥r—1) < tol, get back to the step 2,
k< k—+1.

As before, the step lengths oy, as, a3 can be set with a line search algorithm (e.g.
via Wolfe conditions, or a golden ratio search) or set as fixed parameters. We precise
that we here use the adaptive method described in [37, Section 4.3]. It consists in
increasing gradually the number of parameters during the algorithm to a fixed final
number of parameters. For example, if we want to work with nineteen parameters,
we begin by working with two parameters during five iterations, then with three
parameters (we add the radius) during five more iterations, and then we add two
search parameters every fifteen iterations. The algorithm is then the same than the
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one described above only replacing step 6. by
we(l:m) = wi(l:m) — VI (Q\ @g)(1:m),

where wy (1 : m) represents the m first coefficients parameterizing the shape wy (the
same notation holds for VI.(Q \ @¢)(1 : m)). The number m grows to the fixed
final number of parameters following the procedure described previously.

To conclude, we remark that we have used, as before, the finite element library
FREEFEM++ (see [60]) to make the simulations into this part and the noisy case
has the same considerations, in particular the construction of noise, as the ones of
the data completion part.

3.4 Simulations

For all the simulations in this part we consider €2, I'5s and I'; as the ones described in
the framework (see section 3.3). In our first series of simulations (with and without
noise) we try to detect a disk centered in the origin with radius » = 0.25, this
is, w* = D((0,0),0.25). We consider the initial object wy as the disk centered in
(—0.1,0.1) with radius r = 0.20, this is: wy = D((—0.1,0.1),0.20). The number of
parameters is set to the maximum of 15, but the algorithm stops due to an increment
of the attained value of the Kohn-Vogelius when we introduce the fourth parameter
into the parametrization of dw, this may be considered a valuable property of the
adaptive method: if we introduce the maximum number of parameters from the
beginning, the algorithm may stop immediately due to the excessive number of
parameters to detect the disk, which is described by a fewer quantity of parameters.

Table 3.1: Data completion for the object detection problem, non noisy case.

c—01 c—0.01 £ —0.001

Approximated Center (-0.019,-0.006) | (-0.022,-0.003) | (-0.023,-0.002)
. . up 0.0958 0.0902 0.0899
L#(T}) relative error un 0.0919 0.0927 0.0928

Table 3.2: Data completion for the object detection problem, noisy case.

c=01 =001 e = 0.001

Approximated Center (-0.021,-0.017) | (-0.021,-0.003) | (-0.024,-0.001)
. . up 0.0998 0.0930 0.1033
LE(T;) relative error . 0.0946 0.0935 0.0953

In a second series of simulations, we consider now a much more complicated
obstacle to test the method: we try to detect a square with relative center C' =
(0.0,—0.1) and side d = 0.4. The idea is to study the behavior of the method in
the case where a non regular obstacle is introduced. The initial object wy is set to
be the disk centered in (0.0,0.0) with radius r» = 0.2, this is: wg = D((0.0,0.0),0.2).
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Figure 3.2: Object detection without noise: Real solution and initial guess (up) and
obtained solutions up, uy respectively (down).

As before, the number of parameters is set to the maximum of 15. This time the
algorithm reaches the number of 9 parameters until it stops as the functional begin
to increase, which is an expected property, as the increment on the number of active
parameters is linked with the deformation of the circle, in order to approximate the

corners of the square.

I

I
derniA?e iter: 149
T T T T

Table 3.3: Data completion for the object detection problem, non-noisy case.

c=01 e = 0.01 £ = 0.001

Relative Center (-0.000,-0.071) | (-0.000,-0.082) | (~0.000,-0.086)
. . up 0.0758 0.0688 0.0666
L#(T}) relative error Uy 0.0901 0.0878 0.0869
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Figure 3.3: Object detection with noise: Real solution and initial guess (up) and
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obtained solutions up, uy respectively (down).

Table 3.4: Data completion for the object detection problem, noisy case.

e =01 = =0.01 = = 0.001

Relative Center (0.012,-0.068) | (-0.001,-0.087) | (~0.000,-0.084)
. . D 0.08683 0.0727 0.0667

L(T;) relative error un 0.0917 0.0905 0.0871

3.4.1 Comments on the simulations

We observe from these simulations that our algorithm is capable to correct the guess
localization of the introduced disk in order to obtain a very proximal location, the
data completion on T has the same order of error for the L?(T';) norm, but we can
observe an error of the approximation of the real solution around the unaccessible
boundary. We remark that we do not compute the L?*({2\w*)-error as the solutions
are not defined in the same region, then this quantity is not well defined. The
robustness for a reasonable (5%) amount of noise is also observed as the approxi-
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Figure 3.4: Object detection without noise: Real solution and initial guess (up) and
obtained solutions up, uy respectively (down).

mation into both cases, for the object detection, is very similar to the one into the
unpolluted case.

It is interesting to remark that, as described before, the algorithm is capable to
notice that the number of active parameters could be wrong, as in the first series of
simulations the algorithm stops when trying to include more parameters than the
real ones (only 3, as we are approximating a circle). In the second series of examples
the algorithm continues until the inclusion of 9 parameters, which approximates
better the corners and the relative area covered by the square.
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obtained solutions up, uy respectively (down).
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Part 11

The inverse obstacle problem using
topological shape optimization in a
bidimensional Stokes flow
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Chapter 4

Small object detection using
topological optimization for
bidimensional Stokes equations

In this chapter we change our point of view: We consider the problem of detecting
small obstacles immersed in a stationary two-dimensional fluid which is governed
by the incompressible Stokes equations. Here again we will formulate the inverse
problem as a shape optimization problem, by minimizing a shape cost-functional:
the Kohn-Vogelius functional. The smallness hypothesis leads us to consider a dif-
ferent tool than the shape gradient used before: the topological gradient. Using the
hypothesis of small obstacles, we can perform an asymptotic expansion, with respect
to the inclusion of a small obstacle into the domain of study, of the solution of the
involved systems and then of the considered cost functional. Into this asymptotic
expansion the topological gradient plays a key role which will allow us to determine
the number and relative location of the unknown obstacles.

This chapter is divided in four sections. In the first one we present the problem,
the corresponding notations and we characterize the resolution of the inverse problem
as the minimization of the Kohn-Vogelius functional adapted to this vector setting.
In the second section we present the main tool of our analysis: the topological gra-
dient and we present our main result: the topological asymptotic expansion for the
Kohn-Vogelius functional. In the third section we obtain an asymptotic expansion,
with respect to a topological variation, of the solution of the Stokes systems involved
in our problem. We discuss the heuristics which leads to the proposed expansions
and then we prove that, in fact, the ansatz satisty the expected residual sizes. Fi-
nally, in the fourth section, we finish the main proof, using the previous asymptotic
expansions of the involved Stokes systems solutions into a decoupled expression of
the variation of the Kohn-Vogelius functional.

Our main references to this work are [9, 17, 22, 36]. We remark that the fact
of being in a two-dimensional setting changes strongly the way that the asymptotic
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expansion of the solution for the Stokes system should be proposed and performed,
in this case the approximation by an exterior problem is no longer valid and we rely
to a similar procedure to the one presented by Bonnaillie-Noél and Dambrine [22] to
obtain the desired expansion in this case. Then the final part of the proof of the main
result is similar to the one exposed in [36|, however as the approximation performed
is different, some arguments should be modified. Finally we remark the fact that,
unlike the three-dimensional case, the expression of the topological gradient that we
will obtain is independent of the shape of the obstacle(s), which has been seen in
several other cases (see for example [9, 10, 11, 17, 54|).

4.1 Framework

Let Q be a bounded Lipschitz open set of R? containing a Newtonian and incom-
pressible fluid with coefficient of kinematic viscosity v > 0. Let w C R? a fixed
bounded Lipschitz domain containing the origin, such that @ C B(0,1). For z € Q
and 0 < € << 1, we denote

Wye = 2+ Ew.

The aim of this work is to detect some unknown objects included in 2. We assume
that a finite number m* of obstacles Werer C Q, 5 €{1,...,m"} have to be detected.
Moreover, we assume that they are well separated (that is: Wor er ﬂwz;ﬁ; = () for all
1 <i,j <m* with i # j) and have the geometry form

Warer =25 +epw, 1<k <m',

where ¢} is the diameter and the points z; € 2, 1 <k < m*, determine the location
of the objects. Finally, we assume that, for all 1 < k < m*, w is far from the
boundary 0f).

*
ZkyEk

Let f € HY2(0Q) such that f # 0 satisfying the compatibility condition
£ n=0. (4.1)
o0

In order to determine the location of the objects, we make a measurement g €
H'2(0) on a part O of the exterior boundary 9Q with O C 9Q, O # 9. Then,

we denote
m*
* y—
wa = U wZ;;7E;;’
k=1

and consider the following overdetermined Stokes problem

—vAu+Vp = 0 in Q\w!
dive = 0 in Q\w?
u = f on 00 (4.2)
u = 0 on Ouw!
olu,p)n = g on O C .
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Here u represents the velocity of the fluid and p the pressure and o(u, p) represents
the stress tensor defined by

o(u,p) :=v (Vu + tVu) —pl.

We assume here that there is no body force and consider the homogeneous Dirich-
let boundary conditions on the obstacles, which is the so-called no-slip boundary
condition. Notice that, if diva = 0 in 2, we have

—vAu + Vp = —div (vD(u)) + Vp = —div (o(u,p)) in Q,

with D(u) := (Vu + "Vu). Thus we consider the following geometric inverse prob-
lem:

Find w: CC Qand a pair (u,p) which satisfy the overdetermined problem (4.2).

(4.3)
To study this inverse problem, we consider two forward problems:
Find (u3),p5) € HY(Q\@Z) x L2(Q\@z) such that
—vAu, +Vp, = 0 in Q\w;
divu;, = 0 in Q\@; (4.4)
up, = f on 00
up, = 0  on Ow.
and
( Find (u5,,p5,) € H (Q\w:) x L2(Q\w:) such that
—vAuy, +Vpy, = 0 in Q\w;
) dlvguM = 0 in Q\w; (4.5)
o(uy,pi)n = g on O .
uy, = f on IN\O
L ujy, = 0 on Jdw,
where w, = U;"Zl W, ¢, for a finite number m of objects located in 2y, ..., 2,. These

two forward problems are classically well-defined. We refer to |27, 52| for the results
of existence and uniqueness of (u5,,p3). Notice that the compatibility condition
(4.1) associated with Problem (4.4) is satisfied. The existence and the uniqueness
of (u§;,p5,) is detailed in Appendix B, Section B.1. We underline the fact that
py; does not need to be normalized to be unique due to the Neumann boundary
conditions imposed on O.

One can remark that, assuming that f,g are the real data (this is, obtained
without error), if w. coincides with the actual domain w?, then u3, = uj, in Q\&:.
According to this observation, we propose a resolution of the inverse problem (4.3)
of reconstructing w? based on the minimization of the following Kohn-Vogelius func-

tional
1

FE i) =5 [ viD(up) = Dl

We then define
Trv(Q\w;) = FgKv(u%aU?\/[)-
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We can notice that, integrating by parts the expression of FXV (u3,, u3,), we get that
FEV(us,us,) =v | (f —uy) - (0(us, p5)n — g). This expression shows that the

error can be expresseod by an integral involving only the part of the boundary where
we make the measurement and reveals the coupling of the solutions via this func-
tional. Finally, we can notice that the Dirichlet error is weighted by the Neumann
error, and wice versa.

Remark In order to guarantee that the inverse problem of finding w! and a pair
(u, p) satisfying (4.2) has a solution, we have to assume the existence of such a w?*.
This means that the measurement g is perfect, that is to say without error. Then,
according to the identifiability result |6, Theorem 1.2| proved by Alvarez et al., the
domain w} is unique. Notice that in |6], w} is assumed to have a C"! boundary but
we can only assume that it has a Lipschitz boundary in the Stokes case (see |14,
Theorem 2.1]). Hence, if we find w? such that Jxy (Q\ w?) = 0, then u3, = uj; in
Q\ w!,i.e. uj satisfies (4.2) and thus w. = w? is the real domain.

In the following, for ¢ = 0, we will consider as a convention that wy = () (instead
of wy = Uy, {zr}, which comes from the definition of w,), and therefore: Qy = Q.
Then, we will denote (u},p%) € H () x LZ(Q) and (u,,p%,) € H(Q) x L3(Q) the
respective solutions of the following systems:

Find (u9,p%) € H'(Q) x L(Q) such that
—vAul, +Vp), = 0 inQ
divu, = 0 in Q
uy, = f on 99N

and
Find (u9,,p%,) € H(Q) x L?(Q) such that

—vAul, +Vp), = 0 inQ

dival, = 0 in Q

o(uly,py)n = g on O
ud, = f on IN\O.

4.2 The main result

From now on, we consider the problem of seeking a single obstacle w,. := z + ew,
located at a point z € €. Notice that in the case of several inclusions, we pro-
ceed by detecting the objects one by one. Thus, after detecting a first obsta-
cle w,, o,, we work replacing the whole domain Q by Q\w;,, (and then we have
0w, o, C O (Q\W5 ) \O) and the results presented below (in particular the topo-
logical derivative) are still valid for a new inclusion w, .. Note that, the asymptotic
expansion of the solution of elliptic boundary value problem in multiply perforated
domains is studied in |23, 66].
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4.2.1 Introduction of the needed functional tools

We recall that the topological sensitivity analysis consists in the study of the varia-
tions of a design functional J with respect to the insertion of a small obstacle w, .
at the point z €  (with no-slip boundary conditions). The aim is to obtain an
asymptotic expansion of J of the form

T Q) = T() +£(€)0T (2) +0(é(e))  Vze, (4.6)

where € > 0, £ is a positive scalar function intended to tend to zero with € and where

Qz,s = Q\wz,sa

with w, . := 2z + ew. We summarize the notations concerning the domains in Fig-
ure 4.1.

@)

o0}

Figure 4.1: The initial domain and the same domain after inclusion of an object

The computation of the topological gradient 6.7 in this work is mainly based on
the paper by Caubet and Dambrine [36] which deals with the presented problem
in the three-dimensional setting. The work of Bonnaillie-Noél and Dambrine |21],
which deals with asymptotic expansions for Laplace equation in a domain with sev-
eral obstacles, was the basis for the choice of the approximating problem in the two-
dimensional setting. We also have been inspired strongly by the works of Sid Idris
in [77] and [53, 54] (written with Guillaume), where the authors study topological
asymptotic expansions for Laplace and Stokes equations in two and three dimen-
sions, which provides us several techniques specially useful for the technical proofs
presented in the appendix. Finally, let us point out the works of Amstutz [9, 10],
where the author develops a topological asymptotic expansion for a cost functional
in the context of a fluid governed by the stationary Navier-Stokes equations, which
contribute to understand better the possibilities for the asymptotic expansion of the
solutions for our considered systems. It is important to mention that in all these
situations the problem involves only Dirichlet boundary conditions.

We recall the expression of the fundamental solution (E, P) to the Stokes system
in R? given by

1 T
E(x) = — (=logllz||I+ele,), P(z) = ——, 4.7
@) = g Cloglellele), P = =m0
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with e, = ﬁ; that is —vAE; + VP; = de;, where E; denotes the j™ column of
x

E, (e;)3_, is the canonical basis of R* and ¢ is the Dirac distribution.

4.2.2 The result

The following theorem gives us the expression of the topological gradient of the
Kohn-Vogelius functional Jxvy:

Theorem 4.1 For z € (), the functional Jxv admits the following topological
asymptotic erpansion

Ay 0

(b = [ +0 (o).

Trv(Qze) — Trv () =

—loge —loge

where u?, € H(Q) and ul, € H'(Q) solve respectively Problems (4.4) and (4.5) with

w. = 0 and o(f(e)) is the set of functions g(g) such that lim,_,q % = 0. Therefore,
we have

€0 = oz and kv (2) = dm(fub ()P — fuy ()P

in the general asymptotic expansion (4.6).

Remark Notice that, contrary to the 3 dimensional case |36, Theorem 3.1| the
topological gradient doesn’t depend on the geometry of w. The formula applies for
all shapes in 2D. This phenomena is described by Finn and Smith in [50] and is
known as the Finn-Smith paradoz, which is also consistent with the results obtained
by several authors in similar problems, see for example [9, 11, 17, 53, 54].

Remark For simplicity in what follows we will work with an origin-centered inclu-
sion, that means: w,. = wp. =: w. also consider (). := (.. The procedure for
all z €  is exactly the same just by taking into account the change of variable
y = z + ex, instead of y = ex that we will use.

4.3 Asymptotic expansion of the solution of the Stokes
problem

In order to provide an asymptotic expansion of the Kohn-Vogelius functional Jxv,
we need first an asymptotic expansion of the solution of the Stokes problems (4.4)
and (4.5).

Unlike the three-dimensional case, the two-dimensional problem cannot be ap-
proximated by an ‘exterior problem’, which in general in this case doesn’t have
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4.3. Asymptotic expansion of the solution of the Stokes problem

a solution which vanishes at infinity. This kind of problem has been treated by
Bonnaillie-Noél and Dambrine in [21] for the Laplace equation in the plane: we
will follow this procedure in order to find a suitable approximation for the Stokes
problem.

We recall that we here focus on the detection of a single obstacle (see the beginning
of Section 4.2). This section is devoted to the proof of the following proposition:

Proposition 4.2 The respective solutions us, € H'(,.) and u5, € H'(,.) of
Problems (4.4) and (4.5) admit the following asymptotic expansion (with the sub-
seript § = D and § = M respectively):

%@w:wuwwucww—UWW+0mmm(—éy)’

where (Uy, P,) € H'(Q) x L(Q) solves the following Stokes problem defined in the

whole domain €2
—-vAU,+VEF = 0 in Q
divU, = 0 in Q (4.8)
Uh = Cu on aQ,

and

with h, = —Toas
Cy(z) := —4mvE(x — 2)u)(z), (4.1 bis)
where E is the fundamental solution of the Stokes equations in R? given by (4.7).
The notation Og1(q, (ﬁw) means that there exist a constant ¢ > 0 (independent
of €) and 1 > 0 such that for all 0 < & < &;
s (@) — ul(e) — h(Cule) ~ Us@))]], o <

C

—loge

4.3.1 Defining the approximation

As we mentioned above, the approximation should be done in a different setting
compared to the three-dimensional case, following the same strategy as in [21]. This
basically consists in building ‘a correction term’ to the solution given by E(z — z)ug
which has a logarithmic term and then tends to infinity at infinity and is not of finite
energy in R? \ @. Therefore it has to be considered only in €. To this, we consider
the pair (U, Py) € H'(Q) x L2(Q) solution of Problem (4.8) and we combine these
solutions with unknown scale parameters a(¢) and b(¢). Imposing the desired scales
to the error function, we will be able to determine the scale factors a(e) and b(e)
which define completely the approximation for ug. Here, we will detail the Dirichlet
case, the treatment of Neumann case is analogous.

Consider the solution (Up, Pp) € H(Q) x L2(Q) of Problem (4.8) with § = D.
The idea is to combine this solution and the function Cp to build a proper corrector.
To build this, we search coefficients a(e) and b(e), such that the error r5, defined by:

up(r) = up(r) +a(e) Cp(2) +b(e) Up(w) + rp(2)
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is reduced with respect to R, := u3, —u%. Notice that the remainder r$, satisfies:

—VAT, + Vppe
div rf,

Th

Th

where p,< is defined in analogous way with pressure terms, that is

prs,(2) = pp (@) — pp(x) — a(e)llp(z) — b(e) Pp ()

0
0

—(a(e) +b(e)) Cp(x)

0
_uD

() —a(e) Cp(x) = b(e) Up()

with Ip(z) = —4ravP(z) - u%(0).

For x € 0F), we have:

r(a) =

0(1) & a(e) + b(e) = o(1),

in €,
in €,
on 0f2

on Jw,,

(4.9)

Let us assume for a while that w is a disk. Then, for z € OJw., there exists X €
0B(0,1) such that = eX and we have

r5(z) = 0(1) & —ul(eX) —a(e) Cp(eX) — b(e) Up(eX) = o(1),

We can expand the terms U p(eX) and u%(¢X) via Taylor expansions:

uh(eX) = uh(0) +O(e) and Up(eX) = Up(0) + O(e),

and thus, we get (noticing that O(e) is contained in o(1)):

rp(x) = o(1)

where 1 = 1,2. Therefore, we have the linear system in unknowns (a(e), b(e)):

& —ul

0

a(e) +b(e) =

{ a(e) Cp(eX) +b(e)Up(0) =

We easily get that b(¢) = —a(e) which implies:

a(e) (Cp(eX) —Up(0)) = —up(0).

(0) — a(e) Cp(eX) = b(e) Up(0) = o(1),

This vectorial equality implies two possible choices for a(¢), recalling that Cp(¢ X)) =
—4mvE(eX)u%(0), we get (for 1,5 € {1,2},i# j)

(up(0));

G (UD

(0))i —loge - (u}(0))i + 2 (u

0
D

(0)); + (Up(0)):”

where ¢; and ¢y are two positive constants. This leads that a(e) can be expressed as
a(e) L__ for another positive constant denoted by C' in the two possible cases,

= C—loge

and then, we get the following scale:

1

—loge—|r

1
Ol——)=h+0
() o1 vo
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4.3. Asymptotic expansion of the solution of the Stokes problem

It is important to notice, as has been pointed out in |21, Remark 2.2|, that this
construction is performed in the case of a disk, where |z| = ¢ for © € dw.. In the
general case, w is not a ball and then log|z| # loge for all x € dw. and one has to
add correctors as performed by Maz’ya et al. in |67, Section 2.4, p. 60-64]. This
correction of log e is of order zero, is then negligible with respect to the logarithmic
term. The linear system in (a(e), b(¢)) remains unchanged and so h. is still the same
rational fraction.

Hence, we approximate u%, by:

us(r) = udy(z) + he(Cp — Up) + r5 ().
Analogously, we approximate uj, by:

iy (7) = uy (2) + he(Cor — Unp) + 7y (2).

4.3.2 An explicit bound of r}, and rj, with respect to ¢

The Dirichlet case

Notice that, in this case, the remainder %, satisfies:

—vAr +dypr% = 8 %n ga
wry, = in €,
r, = 0 on 02 (4.10)
ry, = —u% —h(Cp—-Up) on dw..

The key point to obtain a bound of 7%, is the following lemma.

Lemma 4.3 Let ¢ > 0. For ¢ € H/?(0w,.), ® € HY*9Q), let (v.,q.) €
H'(Q..) x L2(Q..) be the solution of the problem

—vAv.,+Vg = 0 in Q..
v 2 0y a
v, = @ on Ow,..
There exists a constant ¢ > 0 (independent of €) such that:
lvelly g < e (I@lly2o0 + lle(EX) 1/200) (4.12)

The proof of Lemma 4.3 is decomposed in the following three lemmas which are
based in the ones presented in |77, Chapter 3|. We will use the notations introduced
in section B.3.2.

89



4.3. Asymptotic expansion of the solution of the Stokes problem

Lemma 4.4 Let ¢ > 0. For ® € HY?(0Q), let (v.,q.) € H(Q..) x L2(...) be the
solution of the Stokes problem

—VA’UE + Vqs =0 in Qz,z—:
dive. = 0 in Q,,
v, = ® on 0N (4.13)
v, = 0 on 0w, ..

Then there exists a constant ¢ > 0 (independent of ¢ and ®) and &1 > 0 such that
forall) <e < e

||’Ua||1,Qz,s <c ||‘I’||1/2,89- (4.14)

ProoF. Let g9 > 0. Consider v,, solution of (4.13) for e = g¢. It satisfies:

[ve,

L0y = / Voo, [2de < cl(e0)l|® ]l 200

0

Now consider v, the extension by 0 of v, to all Q, and consider v the solution of
the system
—vAv+Vqg = 0 in €
divve = 0 in Q
v = &  on 09,

i.e. when we consider ¢ = 0 in (4.13). Notice that, by minimization of energy, we
have:

V|10 < |vglie = [ve|ia., -

Also, the well-posedness of the problem gives the existence of ¢ > 0 (¢ = ¢(2)) such
that:

[vfo.0 < C”(I)Hl/Q,aQ-

Now, notice that if e; < gy we have e;w C gow and then €., C €),, so, for all
e € (0,e1), we have:

[veli0. < oo, = Ve, < clco)l|®ll1/2.00-

Noticing that v, — v € Hy(Q2) and thanks to Poincaré inequality, we have:

[v. —v|o0 + Voo < c|ve — v]ia + || @200

|Uc]o.0 = |ve <
< duelig. + cvlia + | @200 < c(e0, Q)| ®]]1/2,00-

0,92

Also, denoting by v, the extension by zero of v., to ., we get, by minimization of
energy that:

V|10, <1510, = (Ve o, < (o) l|®lli/2.00-

Combining the last two inequalities we get the desired result. O]

From the previous Lemma, we get the following one:
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4.3. Asymptotic expansion of the solution of the Stokes problem

Lemma 4.5 Let ¢ > 0. For ¢ € H'(Q) such that dive = 0 in Q, let (v.,q.) €
H'(Q..) x L3(2..) be the solution of the Stokes problem

—vAv.+Vqg = 0 in Q.
divv, = 0 in Q..
v. = 0 on 0f2 (4.15)
v. = ¢ on Ow,,.

If there exists q € L2(Q) such that —vAp+Vq = 0 in Q, then there exists a constant
¢ > 0 (independent of ¢ and @) and e > 0 such that for all 0 < & < &

H”a||1,szz,e <c ||‘P||1/2,asz- (4.16)

Proor. We consider the pair (v, := v. — ¢, l. := ¢. — ¢). This satisfies:

—vAv,+ VI, = 0 in .,

divev, = 0 in Qz,a
v. = —¢ on 0f)
v, = 0 on 0w, ..

By the previous lemma, we have for all ¢ < :

[vella.. < cllellyzon

Noticing that ¢ is defined in the whole domain and is the solution of the Stokes
system, we have:

[ello.. < llellhie < cllellzon
Therefore, we finally get:

[vellio. . < vellie.. + l¢lho.. <clelyzon

]

Lemma 4.6 Lete > 0. For A € R?, let (v.,q.) € H'(Q..) x L2(€2. ) be the solution
of the Stokes problem

—l/A'UE + an =0 in Qz,s
divv, = 0 in Q,,
v. = 0 on 0f) (4.17)
v. = A on Jw,,.
There exists a constant ¢ > 0 (independent of €) such that:
Al
<eo———. 4.18
H’UEHLQZ,E = C\/ng ( )
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4.3. Asymptotic expansion of the solution of the Stokes problem

Proor. Consider the following sets:
I={zeR®: |z =r} and C(r,73) == {z € R? : ry < ||z|| <12} .
Also, consider the following quantity:
r*:=sup{r>0: B(0,r) C Q}.
Let us now consider the pair (v.,[.), the unique solution of the system:

—vAv.+VIl. = 0 in C(1,7%/¢e)
dive. = 0 in C(1,7"/e)
ve = 0 on I'x /e
v. = XA onlj.

Also, consider the functions v.(y) = v.(z) and ¢.(y) = L¢.(z) with y = £. The pair
(U, ¢-) satisfies:

( Q
—vAv.+Vqg = 0 in —
0
divé, = 0 in —

"0

v. = 0 on 8(—)
€
\ v. = A on Ow.

Notice that we have: w C B(0,1) C B (0, %) C % Now consider v, the extension

Q
of v. to —\ @, by zero in the outer part (respect to the original domain) of the

extended domain and by A in the inner part of the extended domain. Therefore, by
the principle of minimization of energy we have:

[Ve|1,0. = |"7Aa|1,%\w < |"73|1,Q\w = |'Ua|1,c(1,§)' (4.19)

Let ¢ := A+4nvE—"7s ( yand g :=drvP - / where (E, P) is the fundamental
solution of Stokes equatlons in R? given by ( 7). We have:

—vAYp+Vqg = 0 in C(1,7*/e)
divep = 0 in C(1,7*/e)
erte A
Y= e on I'ree
¥ = Aty on I

and a computation provides:
ey < C————.
[Ylicar e < c——=—= Tos

Now, notice that the pair (v. — 4, [. — q) is solution of the Stokes equations with

boundary condition —ljg(tf: /);) in both boundaries of the domain. Therefore, using
the previous lemmas we get that:

c|Al
—loge’

C
| 1/)|1 ,C(1,r*/e) — | wller S _log€||e7“terk||1/2,11;: S
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4.3. Asymptotic expansion of the solution of the Stokes problem

So, we get by (4.19):
velio. < |vely oy S 0e =Pl o) + 1P 0 o
R E N
—loge /—loge = /—loge’

Finally, consider v the extension of v. to 2 by A (notice that this extension is in
H;(€2), therefore we can use Poincaré inequality). We have:

<

[vellia. < [vellog. + |velio. < efvcflon + [velio.

A
V—loge’

< cucio+ [velia. = (e + Dvelia. <c

]

Proor oF LEmmA 4.3. If ¢ is constant on dw. and ® = 0, the previous lemma gives
the desired result. If ® # 0 another previous lemma gives the desired estimate. So,
let’s focus on the case where ¢ is not constant. Let V' the bounded solution of

—vAV +VP, = 0 in R2\ @
divV = 0 in R*\w
V. = ¢p(ex) on Jw.

We have by (B.9) V. = XA+ W with A € R> and W = O(1/r). Notice that this
implies W (%) = O(e). We define z. :=v. - W (f) and p,_ = q. — éPW (f), where
Py is defined by (B.10) with y = x/e. Notice that z. satisfies:

—vAz.+Vp,., = 0 in Q.
divz, = 0 in Q.
z. = P-—-W (f) on 0f?
z. = A on Ow,.

Using the previous lemmas we can bound the terms of this function, and A can be
bounded thanks to (B.11). Finally we have that W (f) satisfies the desired estimate
by Lemma B.5 and we conclude by triangle inequality. [

Using the lemmas we are now ready to prove the main proposition into the Dirich-
let case

PROOF OF PROPOSITION 4.2, DIRICHLET cASE. From lemma 4.3, we get:

Il g, < ¢llubEeX) + h(Co(eX) = Un(EX))|l, 1y 4, -

Notice that:
uh(eX) + h.(Cp(eX) — Up(eX))

= up(er) + [(log (e[| X 1) — e.'er) - up(0) — Up(eX)]

—loge

= up(eX) —up(0) + [(log (1 X1]) — e"e;) - upy(0) — Up(eX)]

—loge

= eVup(C) + [(log (1 X1]) — er'e,) - upy(0) = Up(eX)].

—loge
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4.3. Asymptotic expansion of the solution of the Stokes problem

We have used a Taylor expansion of u} in the last equality and ¢, is some point in
the line which joins 0 and eX. Now, recalling that Vau% is uniformly bounded and
using the boundness of U p and the other terms by their definition, we get that:

0 c
|lul(eX) + he(Cp(eX) —Up(eX))|1/2,00 < ce + “Toge = “loge (4.20)
Therefore: .
I7lhe, =0 (e ).
which concludes the proof of Proposition 4.2 with § = D. O
The Neumann case
In this case, the reminder 75, satisfies:
—VvAr§, +Vp: = 0 in €,
divry, = 0 in €
ri, = 0 on 90\ O  (4.21)
o(ri,pre, )0 = @[U(CM — Uy, 1y — Py)n]  on O
reyy = —ul; —h (Cy—Upy) on Ow,,

where the pressure associated to C), is defined explicitly by the expression
My (z) == —4nvP(x) - ul,(0). (4.22)
In order to be able to bound this rest, we use the following lemma.
Lemma 4.7 Lete > 0. Forap € H'/?(0), ® € H/*(00\0) and ¢ € H/?(0w..),
let (v.,q.) € H' () x L2(..) be the solution of the Stokes problem
—vAv.+Vqg = 0 in Q,,

divv, = 0 in Q,,
o(ve,ge)n = P on O (4.23)
v. = ® on 0Q\O
v, = on Jw, .

There ezists a constant ¢ > 0 (independent of €) such that:

loclh., < e (Il-s0 + 1@ 2005 + leEX20) . (424

As before, in order to prove this ‘key’ lemma, we need a previous step:

Lemma 4.8 Let ¢ > 0. For ¢ € H Y?(0), ® ¢ H/?(9Q\0) and X € R?, let
(ve,q:) € H' (Q..) x L2(..) be the solution of the Stokes problem

—vAv.+Vqg. = 0 in .
divv, = 0 in Q,,
0(Veyg)n = ¢ on O (4.25)
v. = ® on 9Q\O
v, = A on Jw, .
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4.3. Asymptotic expansion of the solution of the Stokes problem

Then there exists a constant ¢ > 0 (independent of €) and €1 > 0 such that for all
O<e<e

vl < e (Il _1ym0 + 1@ 000 + AT

Proor. Let ¢ > 0 and (v.,q.) € H'(Q..) x L*(2,.) be the solution of Problem
(4.25). Let (V.,Q.) € H'(Q..) x L%(€2,.) be the solution of

—VvAV.4+VQ. = 0 in Q.
divV, = 0 in €,
o(V:;,Q:)n = 0 on O (4.26)
V. = & on o0\O
V. = X on Ow, .

Let v, and ‘7; denote the respective extensions of v. and V. to 2 by A. Then, we
have for all @ € {® € H'(Q2...), div® =0, ®|s,. =0, ¥|yo5=0}

1
51//9 Dv. —V.):D(¥)= (¢, ¥),

and then taking ¥ =v,. — V.

2

oo Vol =t v -V,

00
Thus, there exists a constant (independent of €) such that

—~ 2 —~
HD(@ -V 5.~ V.

< .
<el#ll o]

Moreover, since v, — V. = 0 on 9Q\O, Korn’s inequality (see for example [72, eq.
(2.14) page 19]) leads

(with a constant ¢ independent of €). Hence,

’gg_vg

<ec HD(@ V)
1,0

0,0

||’U£ - VE“?,QZ,S = ‘ 175 - Va

2 —~
< D(v. - V.
Lo S el i [P - V)

'l/;s_vs

0,0

< cl#ll_yyno| el o v = Vil

Thus,
||v5 - VaHLQZ’g <c ||1/)||—1/2,O ’

Now, let us prove that [|[V.|, o < c (H(I)”1/2,6Q\5+ |)\|> For a fixed gy > 0,

Problem (4.26) is well-posed and admits a unique solution (V_,, Q.,) € H* (€. .,) x
L2(€,.,) and there exists a constant ¢ > 0 such that

IVl < (122000 + 1Al )
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4.3. Asymptotic expansion of the solution of the Stokes problem

Notice that, by (B.2) we get that:

1
H)\Hl/Qﬁwz,so ~ (50(—10g€0>>1/2

M2 o ) + (A

8U-’z,so pvawz,so '
The later term is zero, because A is constant, so we get, by a change of variables

that:

1 1
IA2.00. 0, ™ (o= Tog o)) 72 ML 6w,y = logzg) 2 Al 1200
= (g9, Ow)|A.

Let 0 < &1 < gg such that 2, C Q.. for all 0 < e < e;. Let V., the extension of
V., to Q by A. The solution V. of (4.26) can be considered as the solution of the

following minimization problem: min q v |V| where
veu 18z f 2

U:= {V cH'Y(Q,.), divV =0in Q..,, V=X on dw.., V=& on 89\5}.
Hence, for all 0 < ¢ < g1, we have

|V6|1,QZ,E <c )Vfo

= elVala, SelValia,, < e (@] m0m0 + M)
Wez,E

Notice that [V, o < c|[®]];/590,5- Hence, using Poincaré inequality,

IVellog,. = ||V

0,2 = HVE B %Ho,g FVollog < ¢ ‘VE B %‘1,9 T Vollog

Sc(ffl

HelVollig <elVelig +elVolig < e (1@llz0mo + )

Hence, we have the announced result. [

Proor oF LeEmMA 4.7. The proof is similar to the one presented in the previous section
for the Dirichlet system. If ¢ is constant on dw., the previous lemma gives the
desired result. So, let’s focus on the case where ¢ is not constant. Let V the
bounded solution of

—VvAV +VP, = 0 in R*\w
divV = 0 in R2\ @
V. = p(ex) on Jw.
We have by (B.9) V.= A+ W with A € R? and W = O(1/r), notice that this

implies W (%) = O(e). We define z. :=v. - W (f) and p,_ = q. — %PW (f), where
Py is defined by (B.10) with y = x/e. Notice that the couple (z., p,.) satisfies:

—vAz.+Vp,., = 0 in €,
divz, = 0 in Q.
0(zepzn = P —10 (W (%), Py (£))n  on O
ze = &-W (%) on 90\ O
z, = A on Ow,.



4.3. Asymptotic expansion of the solution of the Stokes problem

The previous lemma gives the existence of ¢ > 0 independent of € such that:

Izl < e(lw =10 (W (2).Pw ()|, 0
|2 =W (2)]], om0 + M)
< ¢ <H¢H—1/2,0 + % HU (W (f) » P (f)) anl/Z,O + HQHl/ZBQ\a
+0(e) + [l () |1 2.0 -

Notice that we have, using the same argument as in (4.28):

o (w (2) 7 () ) (o,

<c
~1/2,0

But:
%) iy, =MW ), == 19 W o < = hotenlsan

where the last inequality comes from Lemma B.5. Notice that A can be bounded
thanks to (B.11), so we have:

HZEHLQE <c (H@qu/z,o + ”(I)H1/2,69\5 +0(e) + e’ ”‘P(m)Hl/g,aw
+lee)ll200) -
So, finally, for € small enough, we get:
[vellio, < lzello, + W (2)]1 0
< c(Pll-ijp0 + 1Rl 2000 + le(E)ll1/200 ) + clie(en) /2.0
< c{lYlzijpo + 1212000 + lle(e) /200 )

and we conclude. n

Now, with the lemma proved, we are ready to finish the proof of our main propo-
sition in the Neumann case:

PROOF OF PROPOSITION 4.2, NEUMANN cASE. Thanks to lemma 4.7, we know that there
exists a constant ¢ > 0 independent of £, such that:

. 1
it < e (= (I Tl o + lo@ass Pudu] )

|| —uf (eX) = he(Crr(eX) = Uni(eX)))), /W) . (4.27)
We have

lo(C . an)n|[_y 5 0 < ¢[Crrlr0\B0,1) (4.28)
||0(UM,PM)n||_1/270 < Unmlr0.- '
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4.3. Asymptotic expansion of the solution of the Stokes problem

In fact, for all ¢ € HY?(O) and all n € H'(Q\ B(0,1)), extension of ¢ such that
Moo = 0, we have

(o(Cn, ), ¢>71/2,1/270 = V/ D(Cu):V(n)
Q\B(0,1)
<c ||,D(CM)||0,Q\B(O71) ||77||1,Q\B(o,1)
and, choosing 7 such that 1] g\ = []l/5.0. We obtain that
lo(Car arn||_y 50 < ¢ DCu)llo o501y = AACmlro\B0,)-

The same procedure for U y; in €2, instead of Q\ B(0, 1) gives the bound for o(U ys, Pyy).

Remark Notice that we need to consider the set 2\ B(0,1) for o(Cyps,IIy)n in
order to obtain a bound independent of ¢: we need to consider a set sufficiently
away from zero, due to the definition of C);. For U,;, we don’t have this problem
because it is defined in the whole €.

Now we need estimates for the functions U, and C}p;. Notice that, from the
well posedness of the problem (4.8) with § = N, we have:

1Unmll1 0 < ellCullyz00

But C)(r) = —4nvE(x) uf(0) which is bounded if z is away from zero. The same
applies for the derivative of C'); because VCy(x) = O(1/r). Therefore, on dw, we
have |Cy(z)] < c and |[VC )y (x)| < ¢, and then:

1Unlly 0 < e

For C,; we will need a bound for the term |CM|17Q\B(071), for this, first notice that
IVC | = O(1/r) and let R big enough such that Q C B(0, R), therefore:

1 1/2
Cuslansn < 1O <o o)
1LO\B(0,1) LB(0,R)\B(0,1) BO,R\BO1) |17/

—c(2rmR)? =
We finally get:
Um0 < cand [Culyg\peay <
Then, from (4.28),
lo(Car, )|y jp0 < cand [o(Uns, Punl|_y 50 < c.

The other term of (4.27) is treated identically as in the Dirichlet case (see (4.20))
and therefore, we get:

c

c
5] < -
175 ll10, < —loge tee —loge = —loge’

which concludes the proof of Proposition 4.2 with § = V. O
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4.4. Proof of Theorem 4.1

Remark In order to understand the obtained asymptotic expansion, let us recall
some facts inside the proof for the Dirichlet case (similar observations applies to the
Neumann case): We have that the Dirichlet traces of h.(Cp —U p) over 9 and Ow.
are zero and XA + O(y/—1/loge) (with A € R?), from which we obtain an H'({,)
norm for h.(Cp — Up) of size O(—1/loge) by Lemma 4.6, additionally we have
that the trace of r%, over dw. is o(1) (see the end of the proof of Proposition 4.2)
which is coherent with the higher order obtained by the H'(£2,.) norm of 75,, this
is, O(—1/loge).

4.4 Proof of Theorem 4.1

We recall that we will detail the proof only for the case of an origin-centered inclusion,
i.e. z =0 (see Remark 4.2.2).

4.4.1 A preliminary lemma

First we need an estimate of the norm ||'||1/2 ow. Of an uniformly bounded function.
Here H‘”l/g aw. has to be seen as the trace norm

11120 = it {1l ooy » € YOS, v, = £

Lemma 4.9 Let ¢ € (0,1/2). If u € H'(Q) is such that its restriction to @y (i.e.
w for e =1) 1s C', then there exists a constant ¢ > 0 independent of € such that

C

< —.
Hqu/Z,awg — \/ng

Proor. From Theorem B.2, there exists a constant ¢ > 0 independent of £ such that

12 ule) — uly)?
lally g, < e allgga + / / ds(2)ds(y)
1/2,6 e — 10g€ L (6 5) Boe X e ’x . y|2

Since u is uniformly bounded on Ow., we use the change of variables y = ex to prove
that there exists a constant ¢ > 0 independent of £ such that

el g2y < ce'l?,
Moreover, using the changes of variables z = ¢ X and y = €Y/, the fact that u(¢X) =

u(0) +eV(u)((x)X, (x € we and u(z +¢eY) = u(z) + eV(u) (&)Y, &y € we (Cx
and (y are some points in the lines which join 0 to ¢ X and €Y respectively due to
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4.4. Proof of Theorem 4.1

a Taylor expansion), there exists ¢ > 0 independent of € such that

(// ”U,(SC) _u(y)|2ds(:ﬁ)ds(y)> v
dwexiwe |7 —Y|?

_ // 2le (V) (Gx) X — V(u)(&)Y)[*
Ow X 0w

1/2
ds(z)ds < ce.

Therefore, we get:

ull g, < cs™/2 e M2 ez <
N T = Vo
0]
4.4.2 Splitting the variations of the objective
Now, we turn our attention to the Kohn-Vogelius functional given by
1 15 g
Tier(0) = 30 [ 1D(wh) ~ Dlws,)
We first recall the following decomposition:
Lemma 4.10 We have
Trv(Qe) — Txv(Q) = Ap + Ap, (4.29)

. 1
sv [ Dluy - uh): i)~ v [ (Dl

and )
A= [ ot = ulhorfy = hon] sy~ 50 [ (DG

Proor. We integrate by parts and use the conditions satisfied by (u%, p%), (uS;, Py )s
(1%, p%) and (ul;, pY,) to obtain this decomposition. For details see [36, Lemma 5.2].
O
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4.4. Proof of Theorem 4.1

4.4.3 Asymptotic expansion of A,

We follow here a similar strategy as the one used in the 3D case detailed for example
in [36], in contrast to that work we rely on the Stokes fundamental solution properties
and the definition of the approximation problem instead of single layer formulas
present in the 3D case. We know using elliptic regularity that Vu9, is uniformly
bounded on w.. Thus

— —1// ID(ul),))? < c/g = 0(&?). (4.30)

We recall that:

ri () = uiy (2) — uly(z) — he(C(x) — Un(z))
prs, (2) = Py (2) = Py () — he(Tlyr (z) — Par()),

where (U s, Pys) € H'(Q) xL2(Q) solves (4.8), C is given by (4.1 bis) (with i = N)
and TTy; is given by (4.22). Then the following equality holds

[ ot — whondy — o] - ul -
Owe

/ [a(rfw,prfw)n] "U,%—th/ [O’(CM—UM,HM—PM)H] "U,g/[. (431)
Owe Owe

Let us first focus on the first term in the right-hand side of (4.31). Using the same
argument as the one used in the deduction of (4.28), we get:

HO—(T'?W?pTiI)n”_l/Q’awE S c ||D(T§W)||O,Qs . (432)

Therefore, using the explicit upper bound of ||uf,||, /2,00, 8iven by Lemma 4.9, we
have

w| < [lo(rs [ [
Uy < O-(TM’pTJEM)n —1/2,0we Uy 1/2,0we

| lotrismnn]
< — e
= /- loge ! Mile.

Then, using the explicit upper bound of |[75,[[, o_given by Proposition 4.2, we obtain

1
H c -l <L:O —_— . 4.33
G R e (e R

For the other term

/&% [0(Crr — U, Xy — Pyl - ufy, = /&JE [0(C ), Ty )n] - 6,
_AME[U(UM,pM)n} ul,
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4.4. Proof of Theorem 4.1

we study each term separately. For this recall that: u9,(z) = u%,(0)+eVu$,(¢,), with (, €
we. Then:

/8 (o(Car. )] -y = / (0(Car. )] - (1 — uy(0) + % (0))
= 5/ [0(C s, Tas)m] - Vs, (¢e)
Owe
+/8 (0(Car. T )] - (0)

= O(e) —i—/ [0(Cpr, Ha)m] - ul, (0).
Owe
We get the last equality because Va9, is uniformly bounded and:

/awg [0(Cr, My )n] = /w div (0(Cpr, TIyy)) = —/ (—vAC y+VIy) = —4mvul,(0)

We

because of the definition of the pair (Cy,I1y) = (—4rvEul,(0), —4rv P - uf,(0))
in terms of the fundamental solution (E, P) of Stokes equation. Analogously:

[ 0@ Pl -wly =0+ [ 0@ Punl -y (0)
Owe Owe
because of the definition of the pair (U, Pyr), we get:

/Bws [0(U 1, Par)n) = / div o (U 7, Pyy) = 0.

We

Therefore:
4y €
_ v — P cul, = 0 2 . (4.34
b [ 1@ = Uty = Pl -ty = a0 <0 () (43
Gathering (4.30), (4.33) and (4.34), we obtain
4y 1
Ay = ——|u, (0)? : 4.35
= e a0 + o (o) (4.39
4.4.4 Asymptotic expansion of Ap
We recall that
v 1
Ap =5 | Dluy—uy): Dl —ulp) +v [ Dlwp—u):Dlup)—5v [ D)
and that:



4.4. Proof of Theorem 4.1

where (U p, Pp) € H'(Q) x L3(9) solves (4.8), Cp is given by (4.1 bis) (with i = D
and z = 0) and the pressure associated to Cp is defined explicitly by the expression

[p(z) := —4rvP(z) - u’)(0).

Proceeding as in the previous section 4.4.3, we prove that

1 0\|2 __ 2
5 | PbE= o)

Moreover, using Green’s formula, we have

v [ Dty — ) DGy =2 [ (otupn) - (o — )

We

=2 [ (o) -uh = v [ 1D = 0)

1
Now, let us study §V/ D(us, — ul) : D(uf — uh). Using Green’s formula
Qe
2
v [ PG~ ) =2 [ [t~ ub g, — ppn] - (w, — )
= _2/ [U(T%apr%)n] ' UOD
Owe

—2h€/ [c(Cp —Up,lIp — Pp)n] ~u%.
Owe

Proceeding as in the previous section 4.4.3 (see inequality (4.33)), we use an inequal-
ity similar to (4.32), the asymptotic expansion of u3, given by Proposition 4.2 and
Lemma 4.9 to obtain

[ o] b

L L I N L [P —
, Qe (—10g€)3/2

For the other term, we do similar computations as in A,; to prove that

/ 0(Cp — Up,Tlp — Pp)n] - uly — —dmvud,(0) + O(c).
Owe

Therefore

4my
A, = 0 2
b= e ) +o

) . (4.36)

—loge

4.4.5 Conclusion of the proof: asymptotic expansion of Jxy

Gathering (4.29), (4.35) and (4.36), we conclude the proof of Theorem 4.1:

A7y 0

<|uD<o>|2—|u%4<o>|2>+o( ! ) (437)

Trv () = Txv(Q) = T loge

—loge
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Chapter 5

Numerical detection of obstacles:

Topological and mixed optimization
method

In this chapter we perform a numerical reconstruction of small objects immersed in
a stationary two-dimensional fluid which is governed by the incompressible Stokes
equations. Our main tool in this reconstruction is the topological derivative of
the Kohn-Vogelius functional, introduced and computed in the previous chapter
(see Theorem 4.1) which allows us to perform the numerical minimization of the
functional.

As previously described, the topological derivative helps us to determine nu-
merically the number of inclusions and their relative location. Using a topological
gradient type algorithm, we detect small objects immersed in a two-dimensional
fluid by means of a boundary measurement. We test our algorithm under several
configurations in order to discover the advantages and limitations of our proposed
method. From this tests we have concluded that the quality of the reconstruction is
severely affected if the object(s) to be detected is(are) far from the boundary where
the measurements are made. The size of the objects and the the amount of noise into
the measurements could also be a relevant factor into the quality of the numerical
results.

Additionally we propose a second algorithm, which combines the topological
method with a tool that we have used in Chapter 2: the shape gradient. The
idea is to obtain an algorithm which allows to determine the number and relative lo-
cation of the inclusion(s) and also their approximate shape. We present an example
where we can observe a quantitative and qualitative improvement of the results.

This chapter is divided in two big sections: one for each proposed algorithm. After
presenting the framework of the simulations we begin by studying the topological
gradient algorithm. First series of tests are devoted to explore the effectiveness of
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the algorithm, we study if the algorithm is capable to detect several obstacles with
simple geometry, circles, and evolving to some more sophisticated geometries, which
is the case of squares and a ‘donut’ object. From this primary simulations we observe
that the algorithm is capable to detect several objects when they are not too close
between them and the geometry of the objects is not a problem in order to detect
their relative size. Then, we try to explore the limitations of the algorithm with
a series of test in which we try to push the algorithm to their limits. We test the
influence of the distance between the objects and the boundary where measurements
are made, we also test the influence of the size of the objects to be detected and we
finally test the influence of the contamination of the data by noise. We have obtained
each of the studied factors are relevant in order to obtain a better reconstruction,
if the obstacles are far from the boundary where the measurements are made the
reconstruction may fail, as the relative error of approximately location increases
as the distance does and even the number of objects could be wrongly estimated.
When the size of the obstacles to be detected becomes of higher, the estimate of
the number of objects tends to be incorrect. This last behavior is expected and
natural, as the asymptotic expansion is performed by assuming the small size of the
obstacles. From the inclusion of noise we have observed that our algorithm behaves
in a stable way, the reconstructions are good for a relatively high amount of noise,
and becomes incorrect only when the noise level is high.

The second section explores the mixed optimization algorithm, where we introduce
the computation of the shape gradient of the Kohn-Vogelius functional. We begin
the section by presenting the basic definitions and the theoretical expression of the
first order shape derivative of the functional. Then, we present the framework of the
simulations where we introduce the parametrization of the boundary by means of
truncated Fourier series and then we propose the full algorithm. We finally present
an example where we can observe the quantitative and qualitative improvements
after the complementary step: the shape of the detected objects is more accurate
and the value of the Kohn-Vogelius functional is reduced in a significant order of
magnitude.

We refer to Chapter 4 for the notations. In particular, we recall that €2 is a
bounded Lipschitz open set of R? with an unaccessible obstacle w? inside €. Let

f € HY2(9Q) such that f # 0 and / f-n=0, and let g € H'/*(0) be a given

o9
measurement on a part O of 92 with O # 0€2. Then, in order to solve the geometrical
inverse problem (4.3), we consider the following Kohn-Vogelius functional

Tu @) = | viD(wh) ~ Dl

where (u5,, p5,) € H'(Q\wz) x L2(Q\w:) and (us,,p5,) € H (Q\wz) x L2(Q\w;) are
the respective solutions of the following problems:
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5.1. A Topological Gradient Algorithm

Find (u$),p5) € HY(Q\@Z) x L2(Q\@z) such that

—vAuy, +Vp, = 0 in Q\w;
divuj;, = 0 in Q\@:
up, = f on 090
up, = 0 on Ow,,
and
( Find (u5,,p5,) € HY(Q\w:) x L2(Q\wz) such that
—vAu5, +Vpy,, = 0 in Q\w;
divuj, = 0 in Q\w:
o(ujy;,pym = g onO
uj, = f on IN\O
L uy; = 0 on Ow,.

We also recall that the topological gradient for Jgy is given in Theorem 4.1.

5.1 A Topological Gradient Algorithm

5.1.1 Framework of the numerical simulations

The use of the topological derivative aims to give us the number of inclusions and
their qualitative location. To make the numerical simulations presented here, we
use a Plbubble-P1 finite element discretization to solve the Stokes equations (4.4)
and (4.5). The framework is the following: the exterior boundary is assumed to be
the rectangle [—0.5,0.5] x [—0.25,0.25]. Except when mentioned, the measurement
is assumed to be made on all the faces except on the one given by y = 0.25. We
consider the exterior Dirichlet boundary condition

(1)

In order to have a suitable pair (measure g, domain w*), we use a synthetic data:
we fix a shape w* (more precisely a finite number of obstacles w?, ..., w ), solve the
Stokes problem (4.4) in Q\w* using another finite element method (here a P2-P1
finite element discretization) and extract the measurement g by computing o(u, p)n
on O.

In the practical simulations that we present, we add circular objects. In order to
determine the radius of these disks, we use a thresholding method. For an iteration
k, it consists in determining the minimum argument P* of the topological gradient
0Jkv in Q\ <U§:1 w_j> and in defining the set & of the points P € Q\ (Ule w_]>
such that

§Txv (P) < 8Ty (P*) +0.025 % |6 Tk (PY)] .
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5.1. A Topological Gradient Algorithm

Then we fix a minimum radius rpi, := 0.01 and we define the radius of the £ disk

by
)) . (5.1)

We use the classical topological gradient algorithm (see for example |38, 54, 58, 9|)
that we recall here for reader’s convenience:
Algorithm

T = max <7‘min, min }(|xP — Tp+|, |yP — Yp+

PeP\{P*

Notice that this method obviously depends on the mesh.

1. fix an initial shape wy = (), a maximum number of iterations M and set i = 1

and k =0,
2. solve Problems (4.4) and (4.5) in Q\ (U?:o w_j),

3. compute the topological gradient § 7y using Formula (4.37), i.e.

5T (P) = am ([~ [ )f)  wP ey (U w—]) ,

Jj=0

4. seek Py, := argmin <5JKV(P), P e Q\ (U?:o w_]>>,

5. if || Py — Cjol| < rrss + 75 +0.01 for jo € {1,...,k}, where Cj, and rj, are
the center and the radius of w;, and 74 is defined by (5.1), then r;, = 1.1x7;,,
get back to the step 2. and i <— i+ 1 while i < M,

6. set wyy1 = B(Py, 1, Tk+1), Where 14 is defined by (5.1),
7. while i < M, get back to the step 2, i<+ i+ 1 and k < k+ 1.

We add to this algorithm a stop test (in addition of the maximum number of
iterations). In every iteration, we compute the functional Jxy. This non-negative
functional has to decrease at each iteration. Thus, we stop our algorithm when it is

not the case, i.e. when Jgy <Q\ (Ufié w_3>> > Jkv (Q\ (U?:o w_]>>

Notice that with this algorithm, we add only one object at each iteration. This
method can be slower than the one proposed by Carpio et al. in [34]: they can add
several obstacles simultaneously adding points where the topological derivative is
large and negative, selecting well calibrated thresholds. The same authors in [31]
detailed this approach: they introduce a non-monotone scheme that allows to add
and remove points, to create and destroy contours at each stage and even to make
holes inside an object. However, in our case, adding only one object at each iteration
seems to be more appropriate because otherwise objects can be added wrongly.
Moreover, notice that step 5 comes to the assumption that the objects are well
separated. Finally, since we assumed that the obstacles are far from the exterior
boundary, we have to take away the added objects on it. Then, if the minimum of
the topological gradient is on the exterior boundary, we push the added inclusion
inside with a depth 0.005 in the rectangular cases. In origin-centered circular domain
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5.1. A Topological Gradient Algorithm

we push the added inclusion inside in a quantity proportional to the point, i.e. if
the detected point is (z*,y*) we force it to be (n-z*,n - y*) where 7 is usually 0.95
or 0.9.

5.1.2 First simulations

First we want to detect three circles wj, wj and wj centered respectively in (0.475, —0.235),
(—0.475,—0.225) and (0.470,0.150) (i.e. near from the exterior boundary) with
shared radius r* = 0.013. The detection is quite efficient (see Figure 5.1). Indeed

Exact Shape

Figure 5.1: Detection of w}, w; and wj

we detect three objects with shared radius » = 0.01 for w3 and wj and r = 0.015 for
wj, we summarized the results in Table 5.1. Here, we stop the algorithm because of
the functional increases as we can see in Figure 5.2.

Notice that some iterations are being made just to adjust the size of a detected
object. We can also remark that the values of the cost functional are still relatively
high and this refers to the fact that, up to our knowledge, there does not exist a
theoretical result of convergence of this algorithm yet.
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5.1. A Topological Gradient Algorithm

Table 5.1: Detection of wi, w; and w;
(0.475, -0.235) | (-0.475, -0.225)
(0.484, -0.234) | (-0.485, -0.235)

actual objects
approximate objects
relative error

(0.470, 0.150)
(0.485, 0.166)

. 0.0080 0.0126 0.0196
Hcreal — CappH/dlam(Q)
2000
1800 *
1600 # Kohn-Voge lius functional
*
1400
*
1200
*

1000 rS
800 3 L 3
600
400
200

0

Figure 5.2: Evolution of the functional Jxy during the detection of wj, w3 and wj.

In this first simulation, the objects are very far away from each other. But what
happens when the obstacles are close to each other? Figure 5.3 shows that the
detection of close objects is efficient if the distance between the obstacles is big
enough. Indeed, we want to detect three circles wj, wi and wf centered respectively
in (—0.475,—0.225), (0.470,0.100) and (0.470,0.130) with shared radius r* = 0.01.
We obtain just two circles with shared radius » = 0.01 as summarized in Table 5.2.

Table 5.2: Detection of wj, wi and wg

actual objects

(-0.475, -0.225)

(0.470, 0.100)

(0.470, 0.130)

approximate objects

(-0.482, -0.235)

(0.480, 0.140)

(0.480, 0.140)

relative error

0.0109

0.0368

0.0126

[Creal — Capp”/diam(Q)

However if we increase the distance of the near circles enough, considering now, for
example, the circle wg,;, centered at (0.470,0.205) we get an efficient detection of the
three circles, as we summarize in Figure 5.4 and Table 5.3. The distance needed
for an efficient ‘differentiation’ between the objects is relatively high: the required
distance in this case is about 27,,,.

Now the question we asked is: can we detect other shapes than disks? Thus, we
want to detect objects with different shapes: we explore two interesting examples,
the first one is the detection of several squares: there are simply defined by their
side a = 0.013, and their center (the squares have their sides parallel to the axis).
So we define the square wi centered in (0.475, —0.225) the square wj centered in
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5.1. A Topological Gradient Algorithm

Exact Shape
...... 4 L NN

Figure 5.3: Detection of wj, wi and wg

(—0.475,—0.225) and the square wg centered in (0.470,0.150). We obtain Figure 5.5:
a circle centered in (0.485, —0.235) one centered in (—0.482, —0.235) and one centered
in (0.485,0.155) with shared radius r = 0.01.

The next example deals with a more complex geometry, we have to detect a circle
wj, and a non convex object wj; composed by several circle arcs as a boundary. The
algorithm is capable to detect both objects and increase the radio of the approxi-
mating ball for the non convex object in order to cover it properly. The results are
adjoint in Figure 5.6.

In conclusion of these first simulations, this method permits to give us the number
of objects we have to determine and their qualitative location if they are separated
enough. Moreover, it is efficient to detect different types of shapes, including ob-
jects with corners, or even non convex obstacles, in the sense that this topological
algorithm is able not only to find the number and relative location of this objects,
it is also able to determine their ‘relative size’ (with respect to its topological set
diameter, for example).
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5.1. A Topological Gradient Algorithm

Exact Shape

y
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Figure 5.4: Detection of wj, wi and wg;,

5.1.3 Influence of the distance to the location of measure-
ments

As been pointed out in [36] in the 3 dimensional case, the distance to the location of
measurements is fundamental in order to get a good detection of the objects. In the
following table 5.4, we notice that, when we move the object away from the boundary
of measurements, we get a worse estimate of their location, and in a extreme case
a completely wrong detection: more objects than the expected ones. This simple
example shows that in our case we have the same problem as in 3-dimensional
case: when we try to detect an object which is ‘far away’ from the boundary, the
detection tends to locate it near the boundary (one of the coordinates is correctly
estimated) but, as the distance increase, we get some problematic behavior, as we see
in our example when the algorithm declares more objects than the real ones. This
phenomenon of bad detection can be explained by the regularizing behavior of the
Stokes equations (which is related to the behavior of the fundamental solution (4.7)).
We emphasize this difficulty of detection pointing out that the functional Jky and
its topological gradient are less sensitive to the addition of obstacles when they are
far away from the exterior boundary.
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5.1. A Topological Gradient Algorithm

Table 5.3: Detection of wj, wi and wg;,
actual objects (-0.475, -0.225) | (0.470, 0.100) | (0.470, 0.205)
approximate objects | (-0.480, -0.235) | (0.482, 0.105) | (0.485, 0.210)
relative error
[Creat — Cappll/diam(2)

0.0100 0.0116 0.0141

Exact Shape

Figure 5.5: Detection of w?, w§ and w;

5.1.4 Influence of the size of the objects

We now want to study how the size of an object (or several objects) modifies the
quality of the detection given by our algorithm. In order to do that, we start by
testing how is the detection of a single circle while we increase the radius. Notice
that we consider the circle near to the boundary in order to get the best possible
approximation as we have seen in the previous section. The following table 5.5
resumes this first test.

From this we can notice that, when the object is relatively small, the detection
is quite efficient, but the quality is decreasing when the object becomes ‘too big’.
Notice that the main error is linked with the size of the approximation object, and
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Exact Shape
.:;EIL,;L;.,I.J. )

Loy etk
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Figure 5.6: Detection of wj, and wj;

not with their relative position.

A more extreme example is putting a ‘very big sized’ object. In that case, which
can be seen in Figure 5.7, we notice that the detection is completely wrong: we get
an incorrect estimate of the number of objects.

Interesting results we get when we introduce several objects with higher size, as
we can see in Figure 5.8: the coordinate location is relatively good, but the size
approximation tends to stuck in one of the objects. The algorithm choses one of the
objects in order to adjust its size on each iteration.

We can conclude that the detection of the objects depends strongly on their
number and size. If we are trying to detect a single object we get a reasonable
tolerance on the size of the object in order to get a good estimates of their position
and size, and only ‘big objects’ are badly detected. In the case of several objects,
the algorithm tends to predict their relative location but only the size of one object
is improved between iterations.
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5.1. A Topological Gradient Algorithm

Table 5.4: Detection when we move away from boundary

real object approximation relative error
leveat — Cappll/liam(©)
(0.475, 0.220) || (0.485, 0.223) 0.0093
(0.435, 0.180) || (0.480, 0.184) 0.0404
(0.395, 0.140) || (0.480, 0.144) 0.0761
(0.355, 0.100) || (0.470, 0.100) 0.1028
(0.300, 0.050) 2 objects no value

Table 5.5: Detection when we increase the size of the object, with center rel. error

= ||¢reat — Cappl|/diam(Q2) and radio rel. error = |7rear — Tapp|/Treal

real object approximation center radio

rel. error || rel. error
(0.475, 0.225), r=0.013 || (0.485, 0.220), r=0.010 0.0100 0.2308
(0.470, 0.220), r=0.030 || (0.469, 0.219), r=0.025 0.0012 0.1667
(0.450, 0.200), r=0.050 || (0.449, 0.199), r=0.045 0.0012 0.1000
(0.420, 0.160), r=0.080 || (0.439, 0.189), r=0.055 0.0310 0.3125

Figure 5.7: Bad Detection for a ‘very big sized’ object
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Exact
A7

Shape

4

Figure 5.8: Detection of several ‘big sized’ objects

5.1.5 Simulations with noisy data

We now want to study how robust is our algorithm in presence of noisy data. For
this, we decompose the measurement g = gye1+ go€2 (where (e, e2) is the canonical
basis of R?) and we consider the following noisy versions of g; and g»:

l92llL2(0)
||U2||L2(o)

ll91llL2(0)

up and g3 i=gato0
||U1||L2(o)

gl =g to us,
where u1,us are random variables given by an uniform distribution in [—0.5,0.5)
and o > 0 is a scaling parameter. Notice that this definition implies that the data
g1 and g, are contaminated by some relative error of amplitude o in L?(O). Then,

the noisy data will be:
g’ = gie1 +ges.

For this test, we consider the same domain {2 and and the same measure region O
as in the previous ones and the objects are the circles or radius r = 0.015 centered
in (0,—0.230), (—0.350,—0.230) and (0.470,0.150). The results are presented in
tables 5.6 and 5.7.
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optimization algorithms

Table 5.6: Detection when we introduce noisy data: results.

Noise Level real objects approximations
(0.350, -0.230), r=0.013 || (0.350, -0.232), r=0.011
o=0% (-0.350, -0.230), r=0.013 || (-0.355, -0.231), r=0.013
(0.470, 0.150), r=0.013 (0.480, 0.152), r=0.011
(0.350, -0.230), r=0.013 || (0.350, -0.235), r=0.012
o="5% (-0.350, -0.230), r=0.013 || (-0.358, -0.234), r=0.011
(0.470, 0.150), r=0.013 (0.482, 0.149), r=0.010
(0.350, -0.230), r=0.013 || (0.350, -0.235), r=0.010
o= 15% (-0.350, -0.230), r=0.013 || (-0.358, -0.234), r=0.011
(0.470, 0.150), r=0.013 (0.485, 0.157), r=0.010
(0.350, -0.230), r=0.013 || (0.350, -0.235), r=0.010
o =25% (-0.350, -0.230), r=0.013 || (-0.358, -0.235), r=0.010
(0.470, 0.150), r=0.013 | (-0.111, -0.235), r=0.010
(0.350, -0.230), r=0.013
o=30% | (-0.350, -0.230), r=0.013 4 objects found
(0.470, 0.150), r=0.013

From this tables we can observe that our algorithm is able to detect with precision
the number and relative position of several small obstacles near the boundary O
where the measurements are taken, when the boundary data g is contaminated
with a moderated amount of noise. When the boundary data contains a higher
level of noise, the relative position becomes for one object is wrong and finally
the algorithm detects an incorrect number of obstacles and therefore the detection
becomes completely wrong.

5.2 A blending method which combines the topo-
logical and geometrical shape optimization al-
gorithms

The previous numerical simulations show that, using the topological gradient algo-
rithm, one can detect the number of objects and their qualitative location but we
do not have informations about the shapes of the objects. Hence it can provide
initial shapes for an optimization method based on the boundary variation method
for which we have to know the number of connected objects we have to reconstruct
(see [37]). We present here a combination of these two approaches in order to find
the number of objects, their locations and their shapes.

As mentioned in the introduction, combinations of several shape optimization
methods was recently tested by several authors. The most of them used the level set
method (see [4, 59, 30]). We also mention the algorithm proposed by Pantz et al.
in [73] which uses boundary variations, topological derivatives and homogenization
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optimization algorithms

Table 5.7: Detection when we introduce noisy data: relative errors.

Noise Level centers radius
rel. errors || rel. errors
0.0017 0.1538
o= 0% 0.0045 0.0000
0.0091 0.1538
0.0044 0.0769
o= 5% 0.008 0.1538
0.0107 0.2308
0.0044 0.2308
o= 15% 0.008 0.1538
0.0148 0.2308
0.0044 0.2308
o= 25% 0.0084 0.2308
0.6234 0.2308
o= 30% no value no value

methods. We here present an algorithm only based on the classical shape gradient
and the topological gradient, without using the level set method or some homoge-
nization methods.

We first recall some theoretical results concerning the computation of the shape
derivative of the Kohn-Vogelius functional (see [37] for details). We precise that, in
this part, in order to simplify the notation, we will not use the index ¢: hence we
will use w = w., up = uj, and uy = uj,.

5.2.1 Shape derivative of the Kohn-Vogelius functional

Let dy > 0 fixed (small). We define Oy, the set of all open subsets w of Q with a C'!
boundary such that d(z,0Q) > dy for all z € w and such that Q\@ is connected.
The set Oq, is referred as the set of admissible geometries. We also define {24, an
open set with a C> boundary such that

{z € Q; d(z,00) > do/2} C Qq, C {z € Q; d(z,00) > do/3}.

To define the shape derivatives, we will use the velocity method introduced by
Murat and Simon in [69]. To this end, we need to introduce the space of admissible
deformations

U := {0 W>R"); Supp 6 C Qq, } .

For details concerning the differentiation with respect to the domain, we refer to the
papers of Simon |78, 79] and the books of Henrot and Pierre [61] and of Sokotowski
and Zolésio [81].

We consider a domain w € Oq,. Then, we have the following proposition (see |37,
Proposition 2]|):
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Proposition 5.1 (First order shape derivative of the functional) For V' € U, the
Kohn-Vogelius cost functional Jxv is differentiable at w in the direction V' with

DJKv(Q\w)'VZ—/a (o(w,q) n)-anUD(Vﬂ)Jr%V ; [D(w)* (V- m), (5.2)

where (w, q) is defined by

w = UuUp — Uy and q:=DpPp — DPum-

Moreover, Proposition 4 in [37] explains the difficulties encountered to solve nu-
merically this problem. Indeed, the gradient has not a uniform sensitivity with
respect to the deformation direction. Hence, since the problem is severely ill-posed,
we need some regularization methods to solve it numerically, for example by adding
to the functional a penalization in terms of the perimeter (see [29] or [43]). Here
we choose to make a parametric regularization using a parametric model of shape
variations.

5.2.2 Numerical simulations
Framework for the numerical simulations

We follow the same strategy than in |37] that we recall for readers convenience.
We restrict ourselves to star-shaped domains and use polar coordinates for parame-
trization: the boundary dw of the object can be then parametrized by

8w:{(zg>+r(9)(2?sg), 96[0,277)},

where 7o,y € R and where r is a C%! function, 27-periodic and without double
point. Taking into account of the ill-posedness of the problem, we approximate the
polar radius r by its truncated Fourier series

N
ra(0) == ay + Zaff cos(kf) + by sin(k6),
k=1

for the numerical simulations. Indeed this regularization by projection permits to
remove high frequencies generated by cos(kf) and sin(kf) for k >> 1, for which the
functional is degenerated.

Then, the unknown shape is entirely defined by the coefficients (a;, ;). Hence,
for k =1,..., N, the corresponding deformation directions are respectively,

1 0 cos
Vl = V:Bo = ( 0 ) ’ V2 = Vyo = ( 1 ) ) V3(0) = VCLo(e) = ( sin9 ) ?
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cosf

sin 6 sin 8

Vasa0)= Vo 0)i=cos(i)  Somg ) Varsa0)i= Vi 0)i=sinio) ( 5o )

6 € [0,2r). The gradient is then computed component by component using its
characterization (see Proposition 5.1, formula (5.2)):

(VJKV(Q\w))k DTy (D) - Vi, k=1,....2N +3.

This equality is simply that

. Trv (T +tV)(N\@)) — Trv (Q\@)

t—0 t

= Dij(w) . Vk

Algorithm

The first step is the use of the previous topological gradient algorithm described
in Section 5.1.1. It permits to obtain the number of objects and their qualitative
location which represents an initial shape wy for a reconstruction using a boundary
variation method. Then, the geometrical optimization method used for the numeri-
cal simulation is here the classical gradient algorithm with a line search (using the
Wolfe conditions: see for example |70, eq. (3.6) page 34]):

Algorithm

1. fix a number of iterations M and take the initial shape wy (which can have
several connected components) given by the previous topological algorithm,

2. solve problems (4.4) and (4.5) with w. = w,

3. extract Vup, Vupn, pp and py on dw; and compute VJxy (2 \ @;) using
formula (5.2),

4. use the Wolfe conditions to compute a satisfying step length o,

5. move the coefficients associated to the shape: w11 = w — &V Iky(w;),

6. get back to the step 2. while i < M.

We precise that we here use the adaptive method described in [37, Section 4.3|. Tt
consists in increasing gradually the number of parameters during the algorithm to
a fixed final number of parameters. For example, if we want to work with nineteen
parameters (which will be the case here), we begin by working with two parameters
during five iterations, then with three parameters (we add the radius) during five
more iterations, and then we add two search parameters every fifteen iterations. The
algorithm is then the same than the one described above only replacing step 5. by

wirt1(1:m) =wi(l:m) — a;VIky(wi)(1:m),

where w;(1 : m) represents the m first coefficients parametrizing the shape w; (the
same notation holds for V 7k (Q \ @;)(1 : m)). The number m grows to the fixed
final number of parameters following the procedure described previously.

To finish, we precise that we use the finite element library MELINA (see [65]) to
make this geometrical shape optimization part.
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Numerical simulations

The framework is the following: we assume the kinematic viscosity v is equal to 1,
the exterior boundary is assumed to be the unit circle centered at the origin and we
consider the exterior Dirichlet boundary condition

e ()58 oo}

where n = (nj,ny) is the exterior unit normal. Notice that f is such that the
compatibility condition (4.1) is satisfied. We assume that we make the measurement
on the whole disk 02 except the lower right quadrant. Here, we want to detect
two squares wj, and wj; centered respectively at (—0.6, 0.3) and (0.6, 0.3) with a
distance between the center and the vertices equal to 0.2.

The first step, which is the topological approach, leads to two circles of radius 0.15
centered respectively at (—0.573, 0.328) and (0.533, 0.328) (see the ‘initial shape’
in Figure 5.9). Since the real objects are “big”, we impose here rp;, = 0.15 in the
topological algorithm (see (5.1)). This means that, practically, we assume that we
know the characteristic size of the objects, i.e. if the objects are small or big.

Then, the shape optimization algorithm leads to a good approximation of the
shapes, at least for one of the obstacle (see Figure 5.9). We also underline the fact

Figure 5.9: Detection of wj, and w}; with the combined approach (the initial shape
is the one obtained after the “topological step”) and zoom on the improvement with
the geometrical step for wis

that, after the topological step, the cost of the functional is here about 1.26 and
that, after the geometrical step, we obtain a cost about 2 - 1072 which qualitatively
means that we improved the detection.

In conclusion, this blending method which combines the topological and the ge-
ometrical shape methods leads to good result in the identification of obstacle im-
mersed in a fluid: we detect both the number of obstacles, their locations and their
shapes.

120



Conclusions and Perspectives

Conclusions

In this thesis work we have addressed the resolution of the inverse problem of ob-
stacle detection via boundary measurements. This problem has been studied by
means of optimization methods, using in particular two powerful tools from shape
optimization: the geometrical shape optimization and the topological shape opti-
mization.

We have divided this work in two parts, in the first one we have studied a scalar
case, in which the boundary measurements are limited only to an accessible region of
the boundary. As the data is partial, in order to work with an optimization problem
we are forced to develop and perform a method in order to complete the data.
For this aim we develop a method to solve the data completion problem, this is, the
problem to reconstruct the unaccessible data for a given function which satisfies some
PDE (in this case, the Laplace equation). We propose a Kohn-Vogelius approach
for the data completion problem and perform the regularization of this functional,
in order to lead to a better numerical results. For the regularized functional we have
proved convergence properties to the real solution of the original problem and we
have proposed a Morozov discrepancy criteria in order to chose the regularization
parameter accordingly with the noise level.

With the help of the previous results and in order to solve the inverse problem
of obstacle detection, we have extended the Kohn-Vogelius functional in order to
consider the unknown obstacle as a variable of this functional. Using two different
gradient algorithms: one based on descent directions for the unknown data, and one
based on the shape derivative of the functional. With this approach we were able to
recover the position and relative shape of several obstacle configurations, even when
the available Cauchy data is polluted by noise.

In the second part of this work, using a Kohn-Vogelius approach, we have de-
tected the number of potential objects immersed in a two dimensional fluid and
their qualitative location. To do this, we have computed the topological gradient
of the considered Kohn-Vogelius functional using an asymptotic expansion of the
solution of the Stokes equations in the whole domain when we add small obstacles
inside: we adapted the usual 3D techniques to the two dimensional setting case,
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in which the classical asymptotic expansion of the solution of the Stokes equations
are no longer valid. We obtain a formula valid for any geometry of small obstacles,
which is a particular characteristic of the two dimensional setting of the problem.
We have made some numerical attempts which have shown that ‘not too big’ ob-
stacles close to the part of the boundary where we make the measurements can be
detected. Once these restrictions are satisfied, the detection is quite efficient, even
for objects with corners or non convex shapes. Finally, we have proposed and im-
plemented an algorithm which combines the topological sensitive analysis approach
with the classical shape derivative approach. This blending method led us to detect
the number of objects using a topological step and, if this first step actually gives the
total number of obstacles, a geometrical shape optimization step detects their ap-
proximate location and approximate shape from only the boundary measurements.
This method gives interesting results in the simulations.

Perspectives

The perspectives from the presented work are numerous, here we present the most
straightforward with respect to the results and models presented.

The data completion problem and the inverse obstacle problem with par-
tial boundary data for the (Navier-)Stokes equations

In first place, for the data completion problem, the natural perspective is to
consider the vectorial case, in particular for a fluid case. This is, by considering
the Stokes and Navier-Stokes data completion problems. The consideration of this
problem is natural, some engineering problems can be stated as a data completion
problem (for example detect small leaks to control water loss, see [62]).

The problem in this case could be stated as:
Let n € {0,1} (Stokes and Navier-Stokes respectively). Given Cauchy data (gx,gp)
in H™Y2(Dyys) x HY?(Tops), find (w,p) € HY(Q) x L2(Q) such that

—vAu+n(u-V)u+Vp = 0 in Q
u = gp on [y, (5.3)
o(u,pn = gy  on Iy,

Is interesting to notice that this problem has not got many interest in the past,
the number of works is small (see for example the works of Ben Abda et al. [16],
Aboulaich et al. [2] and Bastay et al. [15]), and most of them are focused only
on numerical methods. From the theoretical point of view, for the Stokes case, a
uniqueness result is obtained by the author of this thesis, based on unique con-
tinuation theorem (see [49]), as well as an analog density lemma for ‘compatible’
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data (g,,gp) into the space of all possible data, which is fundamental in order to
develop a Kohn-Vogelius strategy. Up to our knowledge a Kohn-Vogelius strategy
for the Stokes case should be possible, however, for the non-linear case difficulties
may be found due to the non-linear term, in order to define optimality conditions
and into the study of more fine properties when a regularization term is introduced.
Naturally the inverse problem of obstacle detection with partial data may become
a natural step after the development of the theory of the data completion problem,
following the same strategy as the one adopted in this work.

The data completion problem in an abstract setting

The second perspective is based on a possible generalization of our approach for
the data completion problem into an abstract setting, this is, by posing the problem
of the minimization of the (regularized) Kohn-Vogelius functional into the resolution
of a linear abstract system, by defining an operator A acting between some Hilbert
spaces X, ) such that:

e A is injective.
e A is not surjective.

o ]m(A)y =

In this setting, y plays the role of the data and x is the solution of the data com-
pletion problem. This ‘abstract setting’ of the data completion problem comes from
the abstract theory of inverse problems. For this specific problem Dardé [45] has
proposed an abstract setting when the data completion problem is treated by using
a quasi-reversibility (QR) approach. The biggest advantage of this formulation is
based in the ‘easy/natural’ extension to other PDEs as been pointed in [45].

Computation of the regularization parameter in the data completion
problem

In third place, we address to the development of techniques which allows to com-
pute the regularization parameter € given by some Morozov discrepancy principle,
which takes an important role in the case where only polluted data is available. In
the presented work we were able to propose a discrepancy measurement which de-
fines a rule to compute the best regularization parameter (8, y°) such that it permits
to have convergence of the minimizers from the polluted data to the minimizers of
the unpolluted data, however we do not know how to implement it by means of a
fast and robust method. We can follow the work of Bourgeois et al. in [24] where the
authors propose a method in which the computation of the regularization parameter
is computed as the solution of an unconstrained optimization problem, by means of
using a duality method on the previously proposed abstract setting.
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Computation of the topological gradient of the Kohn-Vogelius functional
for the 2D Navier-Stokes equations

In fourth place, and now discussing perspectives for the topological approach of
the obstacle problem, the natural extension would be to consider the stationary
Navier-Stokes equation instead of the Stokes one. This is, by considering now the
overdetermined problem

—vAu+(u-V)u+Vp = 0 in Q\w?
dive = 0 in Q\w?
u = f on 00
v = 0 on ouw!
o(u,pjpn = g on O C I,

instead of (4.2), and therefore considering the auxiliary direct problems

Find (u3),p5) € H/(Q\@Z) x L2(Q\@z) such that
—vAuy + (up - V)up +Vp, = 0 in Q\w;

divu;, = 0 in Q\w;

up, = f on 00

up, = 0 on Ow,.

and

( Find (u5,,p5,) € HY(Q\w:) x L2(Q\wz) such that

—vAuy, + (uj, - V)ug, + Vi, = 0 in Q\w;

divuj, = 0 in Q\w:

o(us;,,pjy)n = g on O

us, = f on IN\O

L ujy, = 0  on Jdw.,

with the Kohn-Vogelius functional as before:

Ter @) = | viD(wh) ~ Dl

Topological shape optimization for non-linear systems is not a big domain of re-
search, the works are very limited, we can mention the thesis work of Chetboun [39]
where topological derivatives are computed for cost functionals depending on the so-
lution of the compressible Navier-Stokes system in the context of ‘vortex generators’
for aerodynamic flows. We can also mention the book of Novotny and Sokolowski
[71] where very general cases for several systems are treated. Finally, the works
of Amstutz (see [9, 10]) where he computes topological derivatives for stationary
Navier-Stokes systems for very general costs functionals are particularly interesting.
However, in our case several difficulties may appear, for example:

e The 2-dimensional case, following the methods we have applied in this work,
may require some work in order to deal with the non-linearity.
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e The decomposition of the difference Jxv (€2..) — Txv(€2) in decoupled terms
given by (4.29) is no longer possible, due to the non linear terms on each
system.

The obstacle inverse problem for a moving obstacle

Finally, a natural question that arises could be: what happens if the obstacle is
moving inside the domain of reference?. This problem has been studied before in
different settings, Conca et al. (see [41]) have studied this problem into the setting
where a two-dimensional potential fluid has a rigid solid moving obstacle. In that
case, and by means of complex variable techniques the authors were able to prove
that the problem in general is ill-posed, but for some shapes with ‘good symme-
try’ properties the detection could be performed and provides conditions for a full
detection of the obstacle. In the three dimensional setting Conca, Schwindt and
Takahashi [42] have obtained conditions for the identification of a rigid convex body
moving in a fluid governed by Stokes equations. Up to our knowledge the problem
of the detection of a rigid obstacle moving in a fluid governed by stationary (and
then, non-stationary) Navier-Stokes equations is open as well as the development of
numerical methods to the reconstruction of moving objects, via shape gradient meth-
ods or topological gradient methods. However, the introduction of non-linearities
seems to be a gigantic difficulty in all these problems, as the formulation in all of
the considered problems uses the linearity consistently and repeatedly.
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Appendix A

Useful results for the Data
Completion Problem

A.1 Some results about the space H!(Q, A)

As we defined before, we consider into this work the space H!(€, A) given by
H'(Q,A) = {ue H'(Q): Aue L*(Q)},

in this section we mention some important properties about this space. Proofs can
be found in [44, Chapter 1] and [82, Chapter 3|.

Proposition A.1 H'(Q,A) with the scalar product (u,v)moa) = (u,v)r2@) +
(Au, Av)i2(q) s a Hilbert space.

In this space we can define the notion of normal derivative in the an open part
of the boundary of €, as the following result states:

Proposition A.2 Given Q connected and bounded set in RY, T' a Lipschitz open

part of the boundary 052, n the exterior normal vector of 2 which is defined a.e. on
L. Then, we have Vu € H' (2, A):

Moreover, the map u € HY(Q, A) + Oyu € HV2(T) is continuous and surjective.
With this property, we can define properly, by density, a Green formula:

Proposition A.3 Given Q connected and bounded set in RY with Lipschitz bound-
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A.1. Some results about the space H(£2, A)

ary, n the exterior normal vector of Q). We have, ¥(u,v) € H'(Q, A) x H(Q):

/ (Au-v+ Vu-Vo)de = (Onu, v)g-1/2 g1/
Q
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Appendix B

Useful results for Stokes equations

B.1 Some results on the Stokes problem with mixed
boundary conditions

We recall classical results about the Stokes problem with mixed boundary conditions:
a theorem of existence and uniqueness of the solution and a local regularity result.

We note C' a generic positive constant, only depending on the geometry of the
domain and on the dimension, which may change from line to line.

First, let us introduce some notations: for Q an open set of R an open subset
w CC 2 and a part O of the exterior boundary 02, we define

Vo(@\w) := {u e H'(Q\w); dive =0in Q\w, uw =0 on dw U (9Q\0)} .

Moreover, we denote respectively by (-,)q\5 and (-,+)aq (or (-, -),,) the duality
product between [HI(Q\E)}/ and H'(Q\w) and between H™/2(9Q) and HY2(5Q).

Theorem B.1 (Existence and uniqueness of the solution) Let Q2 be a bounded Lips-
chitz open set of RY (N € N*) and let w CC ) be a Lipschitz open subset of Q such
that Q\w 1is connected. Let O C 092 be a part of the exterior boundary and v > 0.
Let f € [H(Q\®)]', hewt € HY2(0Q\0), ho € H2(0) and hiny € H/?(0w).
Then, the problem

—vAu+Vp = f in Q\w
divu = 0 in Q\w

o(u,p)n = ho on O (B.1)
U = hege on ON\O
u = hye on Ow

admits a unique solution (u,p) € H'(Q\W) x L*(Q\w) and the following estimate
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B.1. Some results on the Stokes problem with mixed boundary conditions

holds:

Huuﬂl(g\w) + ||p||L2(Q\w)
<C <||f||[H1(Q\w)]/ + ||heact||H1/2(aQ\5) + ||h0||H_1/2(O) + ||hi'ﬂt||H1/2(8w)> :

ProoF. Step 1: eristence and uniqueness. According to [8, Lemma 3.3], let us con-
sider H € H'(Q\@) such that div H = 0 in Q\@W, H = hins on 0w, H = heys 0on

OO\O such that H - n = 0 and satisfying
O2Udw

[H [ onz) < C ([Rinsllen 2w + [1Peatllen2@a0) ) - (B.2)
@) (0w) (0\0)

Then the couple (U :=u — H,p) € H(Q\@) x L2(Q\@) satisfies

—-vAU +Vp = f+vAH in Q\w
divU = 0 in Q\w
o(U,P)n = ho+v(VH +'VH)n on O
U =0 on ON\O
U =0 on Ow.

According to Lax-Milgram’s theorem, there exists a unique U € V o(Q\w) such that
for all v € Vo(Q\w)
v - VU : Vv = (f,v)q; —V - VH :Vv — (ho +v(VH + 'VH)n,v),,
(B.3)
and we have, using (B.2),
10t @) < € (1 lan gy + Psnellassuy + Wrestllasomo, + holla-va)) -
(B.4)

In particular (B.3) is true for all v € Vo(Q\w) N H{(Q\w). Then using De
Rham’s theorem (see for example |7, Lemma 2.7]), there exists p € L2(Q\w), up to
an additive constant, such that for all v € H}(Q\w)

v VU:VU—/ pdivv:<f 1 D,'v> —v VH :Vv.
N5 Ns O g 0m mew) s
(B.5)

According to [8, Lemma 3.3] or [52, Theorem 3.2|, we define ¢, € H'(Q\@) such

that divy = 1 in Q\@, ¢ = 0 on IN\O and ¢, = 0 on Jw with / ey -n#0.
_ o)

Let v € H'(Q\w) such that v = 0 on 9N\O, v = 0 on dw and define

1
cb('v):—/ v-n.
fa(Q\w) Pn D Jo\w)
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Using again [8, Lemma 3.3| or [52, Theorem 3.2|, we define vy € V(Q\w) in
such a way that v = v; + vy + ¢ (v)py, where v, € Hy(Q\w) satisfies dive; =
div (v — ¢ (v)py). Using (B.3) and (B.5), we then obtain

/ VVU:VU—/ pdive = (f,v)qy — v VH :Vv
O\@ 0O\w O\@

— (ho —v(VH +'VH)n,v) , + /Q\ vVU :V(g(v)py) — /Q pdiv (ep(v)ey)

\@

—(f, Cb(v)‘PN>Q\w+V 0 VH: V(Cb<v)80N)+<hO —v(VH +'VH)n, Cb(U)‘PN>O .

Therefore, choosing the additive constant for p such that

/ p=v VU : Vey
O\w O\w

~{faenaty [ THV(a(@py) (ko ~/(VH + VHR @)y,

we prove that there exists a unique pair (U, p) € Vo(Q2\@) x L*(Q\@) such that for
all v € H(Q\@) with v = 0 on 9Q\O and v = 0 on Jw,

/ vVU : Vv—/ pdivo = (f,v)qz—V VH :Vv—(ho —v(VH + tVH)n,v>aQ.
O\w O\w O\w
(B.6)

Step 2: estimate. Let v := v + ¢(p)py, where

(p) =
c(p) =
P 0w Joo”

and v € H}(Q\w) is such that divo = p — ¢(p) and ||§HH(1)(Q\G) < C|pll2\g) (see
|8, Lemma 3.3|). Using v in (B.6), and according to (B.4), we obtain

U g @) + 1Pl
<C (”f”[Hl(Q\w)]’ + ||h’int||H1/2(8w) + ||hesctHH1/2(aQ\6) + ||h’0||H*1/2(O)>

and hence

[ullg @) * 1Pl
<C <||f||[H1(Q\w)]’ + hintllm1/200) + | Peatllar200\6) + ||h0||H*1/2(O)> :

O
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B.2 A result concerning the space of traces

Here we recall a result used in the paper concerning the boundary values of functions,
in particular when domains depend on a parameter (see |68, Chapter 4]|):

Theorem B.2 (68| Section 4.1.3. page 214) Let 2 and w be two bounded simply
connected domains of RN (N > 2) of class C™'. Let p € (1,+00), € € (0,1/2)
and w, := ew. Let us assume that W, C ) and that there exists a constant ¢ > 0
depending only of N, p, w and Q such that d(w.,dQ) > ce. Then

pwse ~ @) - lLo o) + .o,

where
Dpou. = int {”“HW”(Q\@)v u € WH(O\W:), ujow, = f},
gle min(1, e 1)’ forp< N
ale) = e m1n(1,|log5] )7 forp=N
e, forp > N,
and

Mo = L0l [ / 1) = )] ds(a)is()

B.3 Some results on the exterior Stokes problem

B.3.1 Definition of the weighted Sobolev spaces

First, we recall the definition of the weighted Sobolev spaces. We introduce the
weight function p(z) := (2 + |z|*)"/? and the following Sobolev spaces (for more
details, see [5]):

Definition B.3 Let 1 < p < co. For each real number o and each open set O C RY,
we set

L2(0) :={u e D'(0), p*u € L7(O)},
{ueD(0),uell_(0), VueLl(0)} if%+a7é1,
{ueD(0), (In(p))tuell_(0), VueLE(O)} if %+a = 1.

o Lp ——I"ll..1,p .
Consider now the space W (0) := D((’))” Wwir©) | It is standard to check that

WLP(0) := {

o Lip

Wa (O) = {U c W}X’p(O% Vigo = 0}
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o Lp ’ 1 1
The dual space of W, (O) is denoted by W—L7 (O), where p' is such that —+—=1
p p
(it is a subspace of D'(O)).

Notice that these spaces are reflexive Banach spaces with respect to the norms:

||“||L’;(O) = ||pau||Lp((9)7
1/p ]
<”“||€Zfl(0) + ||V“||imo>> if §+a#l,
HUHW};P(O) = » , 1/p )
( In(p) L’ (0) + ||Vu||Lg(@)> if » +a=1.

B.3.2 The exterior Stokes problem in two dimensions

The following results are presented in 77|, we present them here for reader’s con-
venience. We first recall the following lemma concerning the Stokes problem in the
whole space R?:

Lemma B.4 Let (u,p) be a solution of

—vAu+Vp = 0 inR?
{ dive = 0 inRZ2 (B.7)

Then every solution which is a tempered distribution should be a polynomial.

Proor. Applying Fourier transform to (B.7) we immediately notice that the support
of w and p is contained in {0}. Therefore, those distributions should be a finite sum
of Dirac deltas, which implies that w and p are polynomials. [

Decomposition of the solution of the exterior Stokes problem

Let w be a Lipschitz open set of R? and let W(&°) := {v € Wy?(@®);divv = 0}
where @° := R?\ @. W(@") is a closed subspace of W*(@°) when we consider the

induced norm. Notice that the bilinear form a(u,v) = [ D(u): D(v) is coercive in

w¢

W(@°) (as well as in W*(w)). Therefore, for ¢ € HY?(dw) such that / p-n=0,
Ow
the problem:

—vAu+Vp = 0 in &°
divue = 0 in @° (B.8)
u = ¢ on Jw,
is well-posed and has a unique solution in W{?(@®) (and also in Wy?*(w)). We
present here an explicit representation of w and p.
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In such case, we have:
—vAu + Vp = [D(u)n]dy, = T in D'(R?).

Now, let us define:
v=FExT, q:=PxT,

where (E, P) is the fundamental solution of the Stokes system given by (4.7) and x*
denotes the convolution product. Then,

—vAv + Vq =T in D'(R?).

Now notice that the pair (u — v, p — ¢) solves (B.7), then by the previous lemma
this solution should be a polynomial. Then:

u=ExT+U, = / t(x)E(y — z)ds(z) + Uy,
Ow

p=PxT+ P, = / t(x)P(y — x)ds(x) + P,
Ow
where U, and P; are polynomials and ¢t = D(u)n.

Using a Taylor development for w we get a logarithmical term, due to:
E(y —x) = E(y) — VE(0(y, z))z,
where 6(y,z) = y — ax with a € (0,1), then:

uly) = B(y) /8 tla)dso) - /a ) VE((y.a))ads(a) + U
But log ¢ W*(@®), which implies:
/8 t(z)ds(z) = (£, 1) = 0.

Also, duetoU; € Wé’Q(wc), we must have U; = A, where A is a constant. Therefore,
we have:
u = O(1) at infinity.

A similar reasoning gives p(y) = O(1/r), where r = ||y||, and P, = 0. Therefore we
have:

uly) = A — /8 H@)VE@(y, 2)e ds(z) = A+ W (y), (B.9)

ply) = — / Hx)VP(0(y, ) ds(z). (B.10)

and w,p are bounded at infinity. Moreover, we have (see for example [77, Sec-
tion 2.5.1]) W (y) = O(1/r) which implies, due to the well-posedness of the problem
the existence of ¢ > 0 such that:

Al < cllel1/2,00- (B.11)

The study of the function W in (B.9) will be useful for important results: we
study a priori estimates for this function, in a similar way as Guillaume in [53].
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Some notations and preliminaries

For a given function u € H!(Q2), we define the function @ on Q := Q/e by u(y) = u(z),
y = x/e. Using that V,u(z) = (V,u(y))/e, we obtain

ul2 g = / IV ou(e)? dx = / IV, () dy.

Hence,
uly o = lu]; 5 (B.12)

Similarly, we obtain
[ulloq = € llllog - (B.13)

By changing the origin, the same equalities hold with the change of variables y =
(x — 2)/e, for z € Q.

Finally, let us introduce some other domains. Let R > 0 be such that the closed

ball B(z, R) is included in © and w, . C B(z, R). We define the domains

QO :=OQ\B(z,R) and D::=B(z, R)\w,.

(see Figure B.1). Thus, in particular, we denote Q% := Q\B(0,R) and D! :=

o2

Figure B.1: The truncated domain

B(0, R)\zw.

Estimates for W
We have the following estimates for W:

Lemma B.5 Let ¢ € HY?(0w) such that / p-n=0and z € Q. We consider
Ow

(u,p) € W (RA\G) x L2(R*\w) the solution of the Stokes exterior problem
VAu+Vp = 0 in R\
divu = 0 in R\w
u = ¢ on OJw.
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Recall that in this case uw = X+ W (see (B.9)). Then there exists a constant ¢ > 0
(independent of € and ) and 1 > 0 such that for all 0 < e < &,

1/2

c H90H1/2,awv
ce? el /a0

c(—loge) H90H1/2,8w’
c HSoHl/z,aw and ’W|1,Q§/5

()

Proor. For sake of simplicity we will prove this result for z = 0, the general case
comes from linear change of coordinates.

zle

<
b 5/5 S

<
<

This implies:

<c ”90”1/2,&4) :
1,9,

By the formula given in (B.9) we notice that: |[W(y)| < ”—CHHgoHl/Q,aw. Therefore:
)

(W (z/e)| < H HHéoHl/zaw

2
Analogously: VW (z/e)| < c”i—HQHQOHm,aw

Using these estimates we can bound the following quantities:

1 1/2
Wl somensom = ( W /o) e
B(0,R)\B(0,eM)

1 1/2
< clleli/2,00 (/ —=dz )
Bo.R\BO ]2

= c||ell1/2.00(log R — logeM)'/?
< cllplli/z00(—loge) /2.

1/2
d
</B<OR>\BOEM ||x||4”9"”1/”“ )

< cellplly.on

and

IN

HVWHO,B(O,R/e)\B(O,M)

Now, noticing that, in B(0, M) \ @, we have classic a priori bounds for W':

W11 Bo.amne < cllelliy2.o0,

we get:
W lo,s00m0 < cllellizon and Wi poame < cllelli/z.o0,
and then:
W, Dose = ||W||oB (0,R/NB(OM) W, BOM\G = (= logs)_l/Q ||90||1/2,awv

W, Do/e = |W|OB (0,R/e\BOM) T |W|0B oMN\s =€ ||30H1/2,8w'
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The other estimates can be computed directly:

52 1 1/2
somm < ([ crtnllelan )
0,Q2/e\B(0,R/¢) NBOR) HxH2 ) 82

< clleliyzo

W ll.ag, . = W]

N

4 1/2
Wy = Whoamm < ([ ercrllolmand)
0,99,/ 0,2/e\B(0,R/¢) N EE 1/2,0

< c2?flell1/2.00

From the previous inequalities we can estimate the size of the function W (%) in

()., indeed, by change of variables (recall the equalities given by (B.12), (B.13)), we
get that, for small e:

1 M e . ~1/2
(I 190, ) = 19 e + 1l < €= 0800 il

W W _ ~1/2
HWHO,DQ * HWHO,Q% < ce(-loge) ”90”1/2,%'

But, by equivalence of norms, we know there exists a constant M which doesn’t
depend of ¢ such that:

ufw < |w]
0,0 0,D9

H H 0
0 QR

7], <o il
H 0,0 CE( OgE) ||90||1/273w

Analogously we get:
‘” 1.0. —C||¢||1/2,8w

o= W)

and therefore:

<c

|w < llysa

1,0-
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